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Preface

Infrastructure can mean several things and has been defined in several ways. It
could refer to the fundamental systems and facilities that an organization, city,
or country needs to function. Infrastructure could be provided by private, public,
or public-private partnerships (PPPs) and could include roads, railways, bridges,
airports, water, sewage, telephone, mobile and broadband equipment, manufac-
turing facilities, clinics and hospitals, schools and universities, and many more.
Infrastructure could be hard or soft. Hard infrastructure is referred to as physical
things such as ports, buildings, and electricity installations. Soft infrastructure
refers to the institutions that facilitate organization and nations to function, and
these include, for example, bodies, procedures, and programs for management,
education, health, transport, law enforcement, and military. ICT infrastructures
were considered separate from hard infrastructure in the past; however, with the
increasing need for ICT penetration in societies, i.e., digital societies or economies,
it is increasingly being considered part of the basic infrastructure.

Infrastructure needs to be understood in the context of the evolution of our
societies, recent trends in urbanization, and the broader life. Smart cities provide the
state-of-the-art approaches for urbanization, having evolved from the developments
carried out under the umbrella of the knowledge-based economy and subsequently
under the notion of digital economy and intelligent economy. Smart cities encom-
pass all aspects of modern day life, transportation, healthcare, entertainment, work,
businesses, social interactions, and governance. Smart cities exploit physical and
digital infrastructure, as well as the intellectual and social capital, for urban and
social development. Technically, smart cities are complex systems of systems that
rely on converged and ubiquitous infrastructures. The smart city phenomenon is
driven by several interdependent trends including a pressing need for environmental
sustainability and peoples’ increasing demands for personalization, mobility, and
higher quality of life. The notion of smart cities can be extended to smart societies,
i.e., digitally enabled, knowledge-based societies, aware of and working toward
social, environmental, and economic sustainability.

Since knowledge and human and social capital are at the heart of the smart
city and smart society developments, the role of education should extend beyond
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the mainstream “education for employment” scope. It should extend to the notion
of social and collaborative governance where the society collaborates to train
each other in maintaining its knowledge, moral fiber, operations, good prac-
tice, resilience, and competitiveness and for bringing innovation and becoming
a knowledge-based economy. The key to such efforts would be the creation of
an ecosystem of digital infrastructures that are able to work together and enable
dynamic real-time interactions between various smart city subsystems.

The word infrastructure was imported from French in English in 1887. The
prefix “infra” in it means “below” which implied “structures” which mostly were
underground such as water and sewage systems and tunnels. However, the meaning
of infrastructure is continuing to be broadened, and the prefix “infra” could be
taken as “foundational,” i.e., “foundational structure,” hard, soft, virtual, and digital,
everything that we use today and we will use in the future, to support smart
life. We define smart infrastructure as “knowledge-based, collaborative, converged,
ubiquitous, self-aware, adaptive, resilient, digitally-enabled, and self-governing
foundational structure; comprising hard, soft, virtual, and digital facilities and
systems, and intellectual and social capital; enabling social, environmental and
economic sustainability;, enabling innovation and competitiveness; facilitating
personalization in all aspects of modern-day and future living, the aspects including
transportation, healthcare, entertainment, work, businesses, social interactions,
and governance; to meet societal, economic and other demands of organizations,
cities or countries.” Smart infrastructure would include the Internet of Things
(IoT) to monitor and actuate. High-performance computing (HPC), big data,
artificial intelligence, cloud, fog, and edge computing will be needed to provide
the necessary intelligence, storage, compute, and communication resources for the
smart infrastructure.

We are delighted to introduce this book, which brings 26 chapters together on
cutting-edge topics related to smart infrastructure and applications. Thirteen of these
chapters are invited extended versions of papers from the proceedings of the first
EAI (European Alliance for Innovation) Conference on Smart Societies, Infras-
tructure, Technologies and Applications (SCITA 2017) held at King Abdulaziz
University (KAU), Jeddah, Saudi Arabia, on 27-29 November 2017 (see https://
www.springer.com/la/book/9783319941790). The book is divided into two major
themes and five parts. The first theme contains chapters where the focus is on the
applications, in contrast to the second theme where the contributed chapters are
mainly focused on infrastructure. Looking at the titles of the contributed chapters
in this book, the distinction between the applications and infrastructure could be
subtle in many cases because many applications eventually become part of the
infrastructure and vice versa. The placement of the chapters in the two themes is
based on the primary objectives and focus of the chapters, except in a couple of
cases where the chapter placement is prioritized to keep the book structure.

Chapter 1 looks at enterprise systems and the role that they will play in the
conceptualization and implementation of networked smart cities, particularly the
information systems aspects of smart infrastructure. The “networked” aspect of
smart cities is emphasized because smart cities will integrate its multiple subsystems
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to create operational dynamicity and efficiency among other goals. The authors
review a good number of conceptual definitions of smart cities to derive its
system requirements. The technological foundations of smart cities and societies
are reviewed along with many smart city applications from the literature. Partial
least square regression is described as a method to model various interdisciplinary
smart city constructs along with example applications from the literature. We have
placed this chapter at the beginning of the book outside the five book parts because
it provides foundational material on smart cities and infrastructures.

The applications theme of the book comprises 13 chapters divided into 3 parts.
Part I includes seven chapters related to smart transportation. The first three chapters
of this part are focused on detection of events or incidents using Twitter or inductive
loops data. Chapter 2 proposes a methodology for analyzing traffic-related tweets
in the Arabic language using SAP HANA. A technique is proposed for sentiment
classification using lexicon-based approach to understand driver’s feelings. The
tweets are collected from Jeddah and Makkah cities (Saudi Arabia) in order to
identify the most congested roads in the cities and to detect events such as accidents,
roadworks, fire, and weather conditions. Chapter 3 is aimed at developing data
management and analysis techniques for smart societies. It specifically uses big
data, machine learning, and other platforms including Spark, MLIlib, Tableau, and
Google Maps Geocoding API, to study Twitter data for the detection and validation
of spatiotemporal events in London. It empirically demonstrates that physical,
virtual, and conceptual events can be detected automatically by analyzing data.
It finds and locates congestion around London and the occurrence of multiple
events including “London Notting Hill Carnival 2017” and their locations and times,
without any prior knowledge of the events. Chapter 4 brings together transport big
data, deep learning, in-memory computing, and GPU computing to predict traffic
incidents on the road. Three different kinds of datasets are combined together to
predict road traffic incidents. The three datasets include road traffic characteristics
dataset, vehicle detector station (VDS), and incident data, acquired from the Cali-
fornia Department of Transportation (Caltrans) Performance Measurement System
(PeMS).

Chapter 5 provides a review and tutorial on a hybrid statistical machine learning
method for big data road traffic modelling. The method is based on ARIMA (auto-
regressive integrated moving average) and SVM (support vector machine). The
authors use GPS road traffic data for prediction. Chapter 6 extends the authors’
earlier work where they had developed a methodology to integrate supervised
learning and decision fusion to enhance object classification accuracy in a driving
environment. This chapter extends their earlier work and provides an in-depth
performance comparison of deep learning and C5.0 decision tree classifier for
object classification in driving environments using a bigger dataset. Chapter 7 uses
road traffic data made publicly available by the UK Department for Transport
and provides an extended analysis of a disaster management system that they
have proposed in their earlier work. Chapter 8 proposes a system called Big Data
Shortest Path Graph Computing (BDSPG) system for single-source shortest path
computations of big data road network graphs using Apache Spark. They use the US
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road network data, modelled as graphs, and calculate shortest paths between a set
of large numbers of vertices in parallel on a supercomputer. Spark’s parallelization
behavior is analyzed by solving problems of varying graph sizes, various states of
the USA (with over 58 million edges), and a varying number of shortest path queries
reaching up to one million.

Part IT includes three chapters related to smart healthcare. The use of DNA typing
or profiling is rapidly growing in smart applications such as for the diagnosis of
genetic diseases, paternity tests, and criminal identification. Chapter 9 provides an
extended review of DNA profiling methods and tools with a particular focus on
their computational performance and accuracy. The computational complexity of
DNA typing increases significantly with the number of unknowns in the mixture.
Faster interpretations of DNA mixtures with a large number of unknowns and
higher accuracies are expected to open up new frontiers for this area. Chapter 10
proposes methods and architecture to improve cloud security for healthcare. Chapter
11 presents a review on the use of big data in healthcare supply chains with topics
including big data, big data analytics, the role of big data in healthcare, supply chain
management (SCM), healthcare supply chain management, and the role of Twitter
data in SCM.

Part III includes three chapters on a mix of smart applications. Chapter 12
proposes a framework that uses mobile and cloud computing technologies to provide
context-aware and portable recommendations for smart markets. The underlying
algorithms and a prototype are developed to support automation, user intervention,
and customization of users’ preferences during the recommendation process. Chap-
ter 13 uses association rule mining to gain insight into grades of a set of computer
science students. Chapter 14 proposes SelecWeb, an automatic tool for selecting a
Web framework based on a set of criteria and developer preferences. The authors
develop the set of selection criteria using the analytic hierarchy process (AHP) and
provide a detailed description and analysis of the tool including a case study for the
Web framework selection.

The second theme of the book focuses on smart infrastructure with its 12
chapters, divided into 2 parts. Part IV presents a selection of nine chapters on
big data, high-performance computing (HPC), and their convergence. The first
four chapters are more focused on HPC. Chapter 15 investigates and presents
the design and implementation of Hadoop clusters using ARM-based single-
board computers (SBCs). The cost, energy consumption, and performance of the
SBC clusters are discussed. Chapter 16 investigates the performance of parallel
implementations of the Jacobi iterative method on Intel MIC Knights Corner (KNC)
architecture looking at execution time, offloading time, and speedup. Chapter 17
reviews important performance characteristics of sparse matrix-vector (SpMV)
computations on graphics processing unit (GPU) architectures along with various
strategies to improve SpMV performance. Several well-known SpMV storage and
solution schemes are discussed. SpMV multiplication is an essential building block
for numerous scientific and engineering smart applications. Chapter 18 provides
a review of performance analysis tools and techniques for HPC applications and
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systems along with common HPC applications and a comparative analysis of HPC
benchmarking suites.

The next four chapters of Part IV are focused on big data. Chapter 19 presents a
review of the state-of-the-art tools and techniques for the processing of big data
applications. In doing so, it critically analyzes their objectives, methodologies,
and key approaches to address the challenges associated with big data. A detailed
review and taxonomy of the research efforts of few core applications are provided.
Although this chapter discusses applications, it is included in the infrastructure part
due to its major focus on tools and technologies. Chapter 20 discusses opportunities,
issues, and challenges of big data with the focus on the Hadoop platforms taking
perspectives on data locality, load balancing, heterogeneity issues, scheduling
issues, in-memory computation, multiple query optimizations, and I/O issues of big
data. A taxonomy of big data opportunities and challenges is also proposed. Chapter
21 provides a review of the technologies related to software quality in emerging big
data, IoT, and smart city environments. The roles of model checking and big data
in software quality are discussed. Chapter 22 discusses the growing significance
of open software and open data licenses in big data and smart infrastructures
and proposes frameworks for the selection of open-source software and open data
licenses. A review of notable open-source and open data licenses and the suitability
of these licenses for various kinds of data and software is provided.

Chapter 23 concludes Part IV with a review of and a proposed architecture for
big data and HPC convergence. The driving forces, challenges, and current and
future trends associated with the integration of HPC and big data are identified.
The programming models and frameworks of big data and HPC are reviewed, and
their challenges in the exascale computing era are discussed.

Book Part V provides a selection of three chapters on IoT. Chapter 24 proposes
a test execution platform based on the TTCN3 standard for dynamically adaptable
IoT networks in smart cities. The platform considers both structural and behavioral
adaptations and affords a platform-independent test system for isolating and exe-
cuting runtime tests. Chapter 25 proposes a hierarchical clustered dynamic source
routing (HCDSR) technique to improve fault tolerance and energy-efficient routing
for wireless sensor networks (WSNs) in IoT environments. HCDSR is evaluated
using simulations and compared with LEACH (low-energy adaptive clustering hier-
archy) and DFTR (dynamic fault-tolerant routing) protocols. Chapter 26 proposes
a model-based approach for testing security aspects of the Internet of Things for
smart cities which consists of (a) modelling the system under investigation with an
appropriate formalism, (b) deriving test suites from the obtained model, (c) applying
some coverage criteria to select suitable tests, (d) executing the obtained tests, and
(e) finally collecting verdicts and analyzing them in order to detect errors and repair
them.

The book comprises research articles, and hence, it is aimed at early to advanced
researchers. Some of the chapters are written in a tutorial manner and therefore can
also be used for teaching purposes in universities.

We would like to acknowledge the support of many people who helped realize
the publication of this book. The various committees of SCITA 2017 including the
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TPC are acknowledged for their contributions in reviewing the papers, which are
included in this book. Special thanks go to Eliska VIckovd, the managing editor at
the European Alliance for Innovation (EAI), whose help and patience have been
fundamental in bringing this book to publication.

This book is being introduced in an important time when so much is happening
in ICT and smart infrastructure space. Many new smart districts and cities are being
built around the world, while many exiting cities are evolving or transforming
into smart cities. In Saudi Arabia, it is also a very high time with the recent
announcement of its plans to build a smart city called NEOM supported by $500
billion from the Saudi government. This book will contribute to and shape these
smart developments in Saudi Arabia and globally.

Jeddah, Saudi Arabia Rashid Mehmood
Singapore Simon See
Jeddah, Saudi Arabia Iyad Katib

Gent, Belgium Imrich Chlamtac
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Chapter 1 ®
Enterprise Systems for Networked Qe
Smart Cities

Naim Ahmad and Rashid Mehmood

1.1 Introduction

The twenty-first century is witnessing unfathomable pace of change. Almost every
decade some cutting-edge innovation transforms the way people are going to live in
the next decade. This opens at one hand challenges to cope up with and on the other
hand opportunities to live in the better world. One recent invention is the concept
of smart city. A city that functions as a device and yet pleases the hearts and minds
of its habitants. A city where in technology is part and parcel of everyday life but
invisibly blended with nature and acts more like a natural entity. The concept sounds
like utopia in the context that technology has perfectly been harnessed as peer to
human in achieving the perfection in society.

The field of smart city is highly interdisciplinary and requires coordinated efforts
from all the stakeholders such as city administrators and planners, government,
academia, industry, and professionals. All the stakeholders must present unified
and consistent vision of the smart city. Integration of physical, institutional, and
digital aspects [1] is essential. Advancements in information and communication
technology (ICT) have made it possible to start the journey of smart city.

Today there exists enough hardware and software frameworks to convert a
city into a digital device. Internet of Things (IoT) and cloud computing together
will provide the autonomous behavior to the real-world entities. Whereas, big
data is capable to handle gigantic data streams generated every day. Enterprise
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systems technologies and frameworks are well suited to define, develop, and
implement smart city systems. And web services and service-oriented architecture
is ideal platform for the development of smart city systems. Further, semantic web
technologies will help in achieving the autonomous behavior of the systems.

To further the cause of smart city, researchers must study and develop interre-
lationship models between different constructs. Partial least square regression, a
structural equation modeling technique will be helpful in establishing the causal
links between different constructs. This chapter sheds some light on the concept
of smart city (Sect. 1.2), application of enterprise systems to develop city level
integrated info-structure (Sect. 1.3), latest information technology innovation to
build foundations (Sect. 1.4) and structural equation modeling to establish the
interrelationship between multidisciplinary latent variables (Sect. 1.5). Conclusions
are drawn with future research directions (Sect. 1.6).

1.2 The Concept of Smart City

The concept of smart cities originates from the excellence of multitudes of
disciplines such as information technology, sustainability, architecture and urban
planning, social and economic development to mention some. There are numerous
definitions available in the literature on the smart city focusing on different aspects.
Some of them are given below in the chronological order.

Hall et al. [2] presented vision of smart city as integration of science and
technology through information system, and new relationships between govern-
ment, city managers, business academia and the research community. And gave
working definition as “A city that monitors and integrates conditions of all of its
critical infrastructures, including roads, bridges, tunnels, rails, subways, airports,
seaports, communications, water, power, even major buildings, can better optimize
its resources, plan its preventive maintenance activities, and monitor security aspects
while maximizing services to its citizens.” He moreover predicted that “smart cities
vision, systems and structures will monitor their own conditions and carry out self-
repair as needed.”

Giffinger [3] defined smart city as “A city well performing in a forward-looking
way in these six characteristics (smart economy, smart people, smart governance,
smart mobility, smart environment, and smart living), built on the smart combination
of endowments and activities of self-decisive, independent and aware citizens.” He
identified thirty-three factors and 1-4 indicators to measure the six characteristics of
the state of the smart city and ranked 70 mid-sized European cities. He stressed on
reporting of metrics along with ranking to make the whole exercise more actionable.

Hollands [4] didn’t give the formal definition but pointed that literature on smart
city talks about “utilization of networked infrastructure to improve economic and
political efficiency and enable social, cultural, and urban development,” where
the term infrastructure indicates business services, housing, leisure and lifestyle
services, and ICTs (mobile and fixed phones, satellite TVs, computer networks,
e-commerce, and internet services). He gives a discourse on how the overemphasis
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on technology can develop false smart cities which can further aggravate the
problems such as gentrification and power imbalance. Therefore, in his view smart
city initiative should start from the people and ensure the balance of power between
privileged class and ordinary people.

Washburn et al. [5] mention the smart city definition of Forrester as “The use
of Smart Computing technologies to make the critical infrastructure components
and services of a city—which include city administration, education, healthcare,
public safety, real estate, transportation, and utilities—more intelligent, intercon-
nected, and efficient” and smart computing as “A new generation of integrated
hardware, software, and network technologies that provide IT systems with real-
time awareness of the real world and advanced analytics to help people make
more intelligent decisions about alternatives and actions that will optimize business
processes and business balance sheet results.” They assert that the CIOs are the
primary enablers of smart cities. They have defined the roles of CIOs such as city
level CIO, critical public infrastructure and services related CIOs, and CIOs related
with entities that act as consumer of critical public infrastructure and services in
planning, implementing and delivering the smart city vision.

Harrison et al. [6] have defined the smart city from the perspective of information
technology as “connecting the physical infrastructure, the IT infrastructure, the
social infrastructure, and the business infrastructure to leverage the collective
intelligence of the city.” They have presented the IT infrastructure that will improve
the operational efficiency of the city and quality of life. They proposed the service-
oriented architecture (SOA) model and mentioned its shortcomings as well such as
it can handle only up to 1000 events per second.

Chen [7] defined the concept as “Smart cities will take advantage of commu-
nications and sensor capabilities sewn into the cities’ infrastructures to optimize
electrical, transportation, and other logistical operations supporting daily life,
thereby improving the quality of life for everyone.” The focus of his note challenged
the capability of existing network infrastructure that is based on TCP/IP, the protocol
that utilizes the stateless routers and trusts the hosts. He emphasizes on the new
inherent capabilities in the network such as fast self-healing, sender authentication,
and per-hop packet accounting for packet trace back to support smart city critical
infrastructure.

Caragliu et al. [8] identified the characteristics of smart cities through literature
review as: utilization of networked infrastructure, business-led urban development,
social inclusion, high-tech and creative industries, social and relational capital, and
social and environmental sustainability. Further they gave the operational definition
as “city is smart when investments in human and social capital and traditional (trans-
port) and modern (ICT) communication infrastructure fuel sustainable economic
growth and a high quality of life, with a wise management of natural resources,
through participatory governance.” Based on the analysis of Urban Audit data for
the years 2003-2006 (more than 250 indicators for around 260 cities of EU27
nations) they found the positive correlation between urban wealth (measured using
PPP), and the presence of vast number of creative professionals, a high score in
multimodal accessibility indicators, the quality of urban transportation networks,
the diffusion of ICTs, and the quality of human capital.
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Velosa et al. [9] defines the smart city as “A smart city is based on intelligent
exchanges of information that flow between its many different subsystems. This
flow of information is analyzed and translated into citizen and commercial services.
The city will act on this information flow to make its wider ecosystem more resource
efficient and sustainable. The information exchange is based on a smart governance
operating framework designed to make cities sustainable.”

Komninos [1] brings the concept of spatial intelligence to describe the phe-
nomenon of smart cities. The spatial intelligence materializes from the agglom-
eration and integration of intelligence of intellectual capital, social capital and
infrastructural capital. And emergence and utilizations of this spatial intelligence to
solve diverse problems makes a city smart. He also poised that sustainable knowl-
edge economy and internet are the primary drivers for the smart cities. Thereafter
from cases of Bletchley Park, Cyberport Hong Kong, and Amsterdam Smart City, he
brings out three types of spatial intelligence such as orchestration intelligence (inte-
gration along community-based workflows), amplification intelligence (integration
of skills, digital tools, and city infrastructures), and instrumentation intelligence
(integration of city infrastructure, activity data flows, measurement devices, and
predictive modeling). These spatial intelligences can be adopted in isolation or
in combination to develop smart cites. He also mentions that the smart cities
should address the challenges of competitiveness through knowledge economy,
efficient employment market to reduce poverty and environmental sustainability as
pointed out in the report of European Commission, 2008. Finally, he points out that
research should focus on to develop architectures of integration between physical,
institutional and digital aspects of cities to have higher special intelligence that will
lead to real smart city.

Nam and Pardo [10] have proposed the strategies to make a smart city. They
gave the working definition of it as “A smart city infuses information into its
physical infrastructure to improve conveniences, facilitate mobility, add efficiencies,
conserve energy, improve the quality of air and water, identify problems and fix
them quickly, recover rapidly from disasters, collect data to make better decisions,
deploy resources effectively, and share data to enable collaboration across entities
and domains.” Then they identified three core factors such as technology, human
and institution critical to achieve the vision of smart city. Technology factor helps
in integrating the technologies, systems, infrastructures, services, and capabilities
into an organic network. Human factor should facilitate learning more so the social
learning that can bridge the gap of digital divide. Institution factor will provide
dynamic governance to connect citizens, communities, and business in real time to
spark growth, innovation, and progress in assistance with the pivotal and visionary
role of leadership.

Thite [11] puts forth the point that smart city needs smart people and using
the economic geography theory illustrates on the factors that influence knowledge
worker in choosing a place to live and work. From this perspective he posited
that “Smart city aims at nurturing a creative economy through investment in
quality of life which in turn attracts knowledge workers to live and work in smart
cities.” The New Economic Geography relating to “economies of scale and spatial
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development” describes the agglomeration of firms and workers. On the other hand,
New Neoclassical Urban Economics relating to “optimal preference- satisfying
behaviors” describes the joining of more firms and individuals.

Rios [12] defined a smart city as “A city that gives inspiration, shares culture,
knowledge, and life, a city that motivates its inhabitants to create and flourish in their
own lives.” His emphasis is on to create empowered spaces that help diverse people
and culture to achieve identity and generate ideas. And the architectural design of
city should cause motivation to create great places, inspiration (connectivity) to
become entrepreneur, innovation to reinvent themselves, and identity to become
leader.

Thuzar [13] defined the concept as “Smart cities are cities that have a high quality
of life; those that pursue sustainable economic development through investments in
human and social capital, and traditional and modern communications infrastruc-
ture (transport and information communication technology); and manage natural
resources through participatory policies. Smart cities should also be sustainable,
converging economic, social, and environmental goals.” He emphasized the corre-
lation of smart city with the livability and entities to promote prosperity, equity, and
sustainability.

Barrionuevo et al. [14] proposed “Being a smart city means using all available
technology and resources in an intelligent and coordinated manner to develop urban
centers that are at once integrated, habitable, and sustainable.” They identified five
types of capital such as economic, human, social, environmental, and institutional
that can be nurtured through innovation, social cohesion, sustainability, and con-
nectivity. They also presented the step by step process along with timeline to build
a smart city such as diagnose the situation (2-5 months), develop a strategic plan
(5-12 months) and take action (2—-10 years). Further city must assess the levers
of change such as strategic and scenario planning; collaboration and communi-
cation; public—private partnerships; funding strategies; capacity management; and
technological infrastructure in the context of its competitive situation and strategic
position.

Cretu [15] identified two main streams of research ideas with respect to smart
cities: “(1) smart cities should do everything related to governance and economy
using new thinking paradigms and (2) smart cities are all about networks of
sensors, smart devices, real-time data, and ICT integration in every aspect of
human life.” Exploring further the second dimension he proposes three axioms
regarding a smart city that it has well-designed ICT infrastructure, transforms
real-time data into meaningful information, and allows inhabitants to predefined
automated action in response to events. He proposed the system perspective for
smart city as “Event-driven Smart City (EdSC) as a system (software platform)
representing an internet-aware digital living, environment where people, software
services, sensors and smart devices interact by means of events and listeners.” The
basic ingredients of this platform are ability to convert signal to event; knowledge
sharing; action definition, storage and event-condition-action (ECA) relationship;
and ability to convert action into signals. The Smart Community Space (SCS)
is the central architectural component of EASC that implements the partial view
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over the world. The SCS is built on subset of common interest such as family,
school, and physical area in order to sustain complexity when it comes to real-
time data processing and complex event processing (CEP). EASC requires event
driven architecture (EDA) and semantic event processing based on ECA. That
will use different ontologies and domain knowledge to remove ambiguity with
events. And the modular event ontologies can also encompass different languages in
addition to different ontologies. Semantic web technologies such as RDF (Resource
Description Framework), LOD (Linked Open Data) Cloud, OWL (Web Ontology
Language), SWRL (Semantic Web Rule Language), RIF (Rule Interchange Format),
SBVR (Semantics of Business Vocabulary and Business Rules), and SPARQL
(RDF Query Language) are useful in implementing the EdSC. RDF can be used
to represent event and ontologies in LOD Cloud to attach semantic to identify
the meaning of signals in EASC platform. OWL can be used in signal-to-event
transformer, CEP algorithms, and identification of listeners for particular events.
SWRL and RIF are apt for defining listeners and SBVR can provide the natural
language extension. And SPARQL can provide the advanced support for querying
the right listeners for the particular event.

Kourtit and Nijkamp [16] define the concept as “Smart cities are the result
of knowledge-intensive and creative strategies aiming at enhancing the socio-
economic, ecological, logistic and competitive performance of cities. Such smart
cities are based on a promising mix of human capital (e.g. skilled labor force),
infrastructural capital (e.g. high-tech communication facilities), social capital (e.g.
intense and open network linkages) and entrepreneurial capital (e.g. creative and
risk-taking business activities).” They also assert that the productivity gain in smart
city should offset the rise in the local problems. These places attract and retain
variety of creative people and offer innovative and sustainable solution. And these
places exploit the agglomeration advantages to its maximum.

Kourtit et al. [17] posit the concept as “Smart cities have high productivity as they
have a relatively high share of highly educated people, knowledge-intensive jobs,
output-oriented planning systems, creative activities and sustainability-oriented
initiatives.” They identified that the knowledge orientation and cultural diversity are
the key factors in present era of smart cities. The physical, geographical, and social
proximities amplify the agglomeration effects to facilitate knowledge processes.
ICT can help in codified knowledge but fails in tacit and contextual knowledge.
Therefore, the proximities and agglomeration phenomenon remain important.

Lazaroiu and Roscia [18] define the concept of smart city as “A community
of average technology size, interconnected and sustainable, comfortable, attractive
and secure.” They proposed the smart city assessment model having 18 indicators
devised with the help of fuzzy logic.

Lombardi et al. [19] define the concepts as “The application of information and
communications technology (ICT) with their effects on human capital/education,
social and relational capital, and environmental issues is often indicated by the
notion of smart city.” They have proposed a smart city assessment model with
the help of ANP (Analytical Network Process) technique. They developed their
model on the four helices principal such as Civil Society, University, Industry, and
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Government. Further, they identified the civic involvement along with social and
cultural capital endowments, shapes the relationship between the triple helices such
as university, industry and government. And the interplay between all four helices
including the civic society determines the progress of smart city. They modeled
the five clusters (Smart Government, Smart Economy, Smart Human Capital, Smart
Living, and Smart Environment), four helices (Government, University, Industry,
and Civil Society), and four policy visions (Connected City, Entrepreneurial City,
Livable City, and Pioneer City) along with the indicators. The result was that all the
clusters are trying to pursue the policy strategy of entrepreneurial city.

Bakici et al. [20] in the context of Barcelona city posited “Smart city as a high-
tech intensive and advanced city that connects people, information and city elements
using new technologies in order to create a sustainable, greener city, competitive
and innovative commerce, and an increased life quality with a straightforward
administration and good maintenance system.” Achieving competitiveness of the
Barcelona has been the foremost factor to transform it into a leading smart city in
Europe. The city has sagaciously used the advanced ICT technology to develop
infrastructures such as Open Data, Living Labs, and Smart District. to foster
the dynamism of triple helix (faculty, company and citizen interaction) to boost
creativity, knowledge, and innovation and hence supports the conceptual model of
Barcelona for smart city, knowledge economy and knowledge society.

Zygiaris [21] illustrates the concept as “A smart city is understood as a certain
intellectual ability that addresses several innovative socio-technical and socio-
economic aspects of growth. These aspects lead to smart city conceptions as
“green” referring to urban infrastructure for environment protection and reduction
of CO, emission, “interconnected” related to revolution of broadband economy,
“intelligent” declaring the capacity to produce added value information from the
processing of city’s real-time data from sensors and activators, whereas the terms
“innovating”, “knowledge” cities interchangeably refer to the city’s ability to raise
innovation based on knowledgeable and creative human capital.” He proposed
six layers for smart city planning in addition to The City Layer as Layer O.
These six layers are: The Green City Layer, The Interconnection Layer, The
Instrumentation Layer, The Open Integration Layer, The Application Layer, and
The Innovation Layer. The City Layer (Layer 0) refers to the recognition of city’s
identity and planning of urban infrastructure in compliance with the smart city
priorities and socially inclusive vision. The Green City Layer (Layer 1) refers to
the environment friendly development such as CO; footprint reduction, alternative
energy options, green transport management, and green building specification. The
Interconnection Layer (Layer 2) refers to the holistic broadband connectivity to
bring all communities online. The Instrumentation Layer (Layer 3) refers to real-
time event aggregation from the range of sensors and actuators through Internet of
Things framework. The Open Integration Layer (Layer 4) refers to the development
of Urban Operating System to share the data, content and services. This platform
is designed and implemented on technologies such as Semantic Web, Linked
Open Data, Visualization of APIs, Internet of Trust and Cloud Computing. The
Application Layer (Layer 5) refers to the development of intelligent application in
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different domains such as e-traffic, e-government, e-democracy, and smart energy
grids etc. The Innovation Layer (Layer 6) refers to the community wide utilization
of urban innovation ecosystem of a smart city to develop new business models
to navigate the city on the sustainable growth. Author also emphasizes upon the
development of processes-oriented assessment model for smart city success rather
than simple benchmarking indexes.

Marsal-Llacuna et al. [22] define the concept as “Smart Cities initiatives try to
improve urban performance by using data, information and information technolo-
gies (IT) to provide more efficient services to citizens, to monitor and optimize
existing infrastructure, to increase collaboration among different economic actors,
and to encourage innovative business models in both the private and public sectors.”
And they also gave more technical definition of it as “cities wishing to become
smart must be equipped with a “brain” (software) supplied with lots of real-time
information (data collected from sensors) enabling them to take more sustainable,
efficient and citizen-centric decisions, smoothly transforming decisions into actions
by means of technological solutions.” He emphasized on the normalization process
of indicators and development of summarization index, essential to compare the
smartness of the cities in addition to their rankings. And real-time data is more
important than the statistical data for which ubiquitous computing, remote sensing
imaginary, smart meters, etc. should be utilized.

Albino et al. [23] identified four common characteristics for the smart city
“a city’s networked infrastructure that enables political efficiency and social and
cultural development; an emphasis on business-led urban development and creative
activities for the promotion of urban growth; social inclusion of various urban
residents and social capital in urban development; the natural environment as a
strategic component for the future.” Author also proposes that the assessment of
smart city initiatives should be tailored to its unique characteristics and vision.

Mehmood et al. [24] define, “smart cities provide the state of the art approaches
for urbanisation, having evolved from the developments carried out under the
umbrella of knowledge-based economy, and subsequently under the notion of digital
economy and intelligent economy.” Smart society is an extension of the smart
cities concept, “a digitally-enabled, knowledge-based society, aware of and working
towards social, environmental and economic sustainability”” [24]. Muhammed et al.
[25] note that smart cities are considered a major driver for the transformation of
many industries due to the fact that smart cities are driven by, or involve, integration
of multiple city systems, such as transport, healthcare, and operations research, with
the aim to provide its citizens a high quality of life.

To identify the frequent dominating themes of smart city, the word cloud has been
generated from these definitions (see Fig. 1.1). Looking at the word cloud created
from the definitions of smart cities three major areas can be identified, first is the
enablement through advanced information and communication technology (ICT)
infrastructure. Second is the achievement of highest standards of needs of a society
or community such as knowledge, economy and life. And the third deals with the
operationalization, meaning doing so in resource efficient way or sustainable way.
These challenges or requirements can define the vision for the smart city system as
follows.
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Fig. 1.1 Word cloud generated from the smart city definitions

“Smart City System is a convergence of integrated systems supporting city
processes reengineered on sustainability principles and utilizing state of the art
technology to advance frontiers of knowledge, economy and life in a society.” In
the organizational context, these types of integrated systems have been existing
since 1990s. They were labeled by different names such as Enterprise Systems
(ES) or Enterprise Resource Planning (ERP). Also known with the application-
specific modules such as customer relationship management (CRM) or supply chain
management (SCM). Following section illustrates upon this innovative technology.

1.3 Enterprise Systems: Technology and Evolution

Enterprises face stiff competition and operate at times on raiser thin margins.
Sustaining the business requires innovation and proactive approach in anticipation
of future issues and problems. It is mandatory to maintain optimal productivity,
excellent customer service and reduced cycle times. Enterprises have been applying
ICT to gain competitive advantages since 1950s. This section gives the introduction
of information technology in enterprises, technology of enterprise systems and its
architecture.
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1.3.1 Information Technology in Organizations

Investments in IT are ever increasing and none of the organization wants to miss
this band wagon of IT. A sizable portion of 4.2% of annual revenue is spent on IT
[26]. On an average organizations’ 50 percent capital expenditure budget is utilized
by IT that has steadily increased every decade from less than 5% in the year 1965
[27].

The core functions of the information technology are data storage, data transport,
and data processing. The cost to carry out these functions is decreasing as hypoth-
esized by Moore’s Law “Every two years the number of transistors on integrated
circuit doubles.” The information technology can be thought of a bundle of shared
services to cater to the need of communication and foundation for implementing
business applications [28]. IT infrastructure is defined as a set of shared IT resources
which is a foundation for both communication across the organization and the
implementation of present/future business applications [29]. IT infrastructure is
composed of two components, Technical consisting of hardware, software, network,
telecommunications, applications, and tangible IT resources, and Human referring
to knowledge and skill required to orchestrate the technical components [29].

Weill et al. [30] collected data belonging to the period of 1990-2001. They
gathered the data for 180 business initiatives from 118 businesses in 89 enterprises.
The enterprises selected were top three in their industry. After analysis of the
data collected, they proposed that the IT infrastructure has to be thought of in
terms of services since the agreement level can be made stable whereas underlying
technology is more dynamic. These infrastructural services are deployed at multiple
level enterprise wide or business unit level. Where to place a capability is a strategic
decision pursued by the concerned organization. For instance, keeping a single point
of customer contact requires capability to be developed at the enterprise wide scale
so that the data can be shared and facilitate cross selling.

They further identified 70 IT infrastructural services and grouped them into 10
capability clusters. Six layers were defined as the physical layer of IT infrastructure
capability, namely Channel Management, Security and Risk, Communications,
Data Management, Application Infrastructure, and IT Facilities Management. And
reaming four clusters IT Management, IT Architecture and Standards, IT Education,
and IT Research and Development were considered as management-oriented IT
infrastructure capability. Applications like enterprise systems such as Enterprise
Resource Planning (ERP), Supply Chain Management (SCM), and Customer
Relationship Management (CRM) fall under the cluster of application infrastructure.

Technical components of IT are readily available and more or less have become
commodity input to the whole infrastructure. The distinction lies in skills and
abilities to utilize them to gain strategic advantage. Whereas some authors like [27]
have gone to the extent that IT doesn’t add any strategic value and whole of IT has
become an infrastructural technology similar to railroads, telegraph, electricity, etc.
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1.3.2 About Enterprise Systems

Most organizations have, broadly speaking, following divisions procurement, pro-
duction and operations inventory management, finance, marketing, and sales and
distribution. Each department has got its own processes and procedures. Information
and control from one department to another department need to be coordinated in
order to execute a business. Traditionally these departments used to work in a very
fragmented fashion. That often resulted in the creation of information silos.

Every department used to tackle its own IT initiatives often in isolation with
the overall strategic direction of the organization. At times same software was
implemented in multiple business units incurring unnecessary cost. As we know
software is nothing, but a set of complex code written in a programming language.
Due to infinite scenarios possible with any simple software, testing the software is a
Herculean task. As time passed by these isolated software could not cope up with the
important parameters of IT like scalability, portability, robustness, and integration.

The innovations in the information technology have led to the creation of a
perfect network of information interchange that allows the removal of all the hassles
in information sharing. Moreover, software packages have been developed that can
ideally suit to any organization’s processes. These packages are known as enterprise
systems that are set of applications that interconnect the different processes and
procedures of the organization. They utilize a central database for all the data needs
[31].

1.3.3 Evolution of Enterprise Systems

Enterprise systems are also known as enterprise applications or business appli-
cations. These systems allow the seamless integration of information flow in the
organizations internally and externally. The current ES have a long evolutionary
history with them. The promoters of ES have been broadening the canvass of
integration from financial and accounting, production and manufacturing, marketing
and sales, logistics and distribution, human resource to strategic functions [31].
The offerings are increasing day by day along with the complexity and failures of
implementations [32]. Accordingly, researchers and practitioner have been labeling
these systems as they are growing.

Inventory management and control processing software were famous in the fifties
and sixties. These systems were developed on mainframe platform using third-
generation programming languages such as Fortran and Cobol. The focus of these
systems was on managing and tracking inventory effectively and efficiently by
automating inventory management and production schedules.

The next in line were Manufacturing Resource Planning (MRP) software in the
seventies. This software was developed on the same technological paradigm as the
previous one. The focus of these systems got enlarged to include sales and marketing
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by linking the planning of product or parts requirements to the master production
schedule. The next version of manufacturing resource planning was termed as MRP
II. They were developed on the mainframe legacy platform using fourth-generation
database software and manufacturing applications. The focus of these systems was
further refined to manufacturing strategy and quality control, and included the
support for designing production supply chain processes.

In the nineties, the most comprehensive software packages, Enterprise Resource
Planning (ERP) came into existence. These systems had originated from MRP and
MRP 1II [33]. They were developed on multiple platform mainframe and client-
server using fourth-generation database software and packages software application.
The focus of these systems was application integration and customer service by
automating and optimizing all the processes sales and distribution, finance and
accounts, human resource, procurement, etc.

At one end promoters were trying to integrate information flow internally and
ended up in developing ERP packages. On the other hand, some software vendors
were working on to integrate the external information flow from the customer
and supplier side and developed CRM and SCM software packages. The ERP
vendors integrated the functionalities of SCM and CRM in their packages [34].
Hence researchers and practitioners have started using the term ERP II [35]. These
systems are developed on web-based client-server platform and integrated with fifth-
generation applications like SCM, CRM, and SFA etc. The focus of these systems
is agility and customer-centric global environment by e-enablement. Table 1.1
describes the timeline, system, and platform they utilized.

1.3.4 Definitions of Enterprise Systems

The term ERP in the press was first used in 1992 by Lopes and in the year 1996
Davenport introduced it to IS community at AMCIS ‘96 and called these packages
metapackages [36]. ERP systems are said to have packaged processes for best
business practices as business blueprint that can guide the organization for product
engineering, evaluation and analysis, and implementation [33].

The term enterprise systems was in use since 1980s to refer to any enterprise
wide integrated systems [37]. Davenport [38] used the same term enterprise systems
instead of ERP in his famous article “Putting the enterprise into the enterprise
system.” Thereafter academic fraternity prefers to use the term enterprise systems
and includes many other enterprise wide integrated systems such as SCM, CRM,
and PLM. Few of the definitions of enterprise systems are given in the following
paragraphs.

“An, integrated, multi-dimensional system for all functions, based on a business
model for planning, control, and global (resource) optimization for the entire supply
chain, by using the state of the art IS/IT technology that supplies value added
services to all internal and external parties” [39].
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American Production and Inventory Control Society (APICS) defines ERP as
“a method for the effective planning and controlling of all the resources needed to
take, make, ship and account for customer orders in a manufacturing, distribution or
service company.”

“Enterprise Systems (ES) are typically comprehensive, complex, customizable
integrated application software that support core business processes and main
administrative areas of enterprises in different industries” [37].

“ERP is a standardized software packaged designed to integrate the internal
value chain of an enterprise. An ERP system is based on an integrated database
and consists of several modules aimed at specific business functions” [35].

In the sustainable future city context enterprise systems have been defined
as “ES that supports the integration, management, and regulatory compliance of
environmental, social and economic sustainability, in addition to providing support
for all internal and external business processes and organizational information needs
to enhance firm’s performance, resilience and sustainability” [41].

1.3.5 Business Process

Enterprise systems break through the traditional functional boundaries and try to
automate a business process such as order fulfillment. Process view is very critical
while implementing enterprise systems. The process has been defined as “a set of
logically related tasks performed to achieve a defined business outcome” [42]. A
process is “a structured, measured set of activities designed to produce a specified
output for a particular customer or market. It implies a strong emphasis on how
work is done within an organization” [38]. There are numerous modeling methods
for business process modeling. One such IDEF3 method captures the process where
domain expert can define a scenario as a set of ordered events along with the
participating objects [43].

1.3.6 Components of Enterprise Systems

The first wave of success of ES was more focused on the internal processes of the
organization and the packages were termed as ERP. The success of ERPs provided
impetus for the ES vendors to venture in the other dimensions. And the major
thrust was given to logistics and customer relationship management since both of
these processes have to be optimized for success of any enterprise. Therefore, these
emerging business needs led to the concept of ERP II [35].

The core components deal with the distributed central database and application
framework such as .NET or J2EE (Table 1.2). The central components consist of
ERP as a transaction processing system with all the traditional sub-components
sales and distribution, finance and accounts, human resource, procurement, etc. In
addition, it also contains business process management tools to design, execute, and
evaluate business processes [35].
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Table 1.2 The four layers in ERP II [35]

Layer Components

Foundation Core Integrated database (DB)
Application framework (AF)

Process Central Enterprise resource planning (ERP)
Business process management (BPM)

Analytical Corporate Supply chain management (SCM)
Customer relationship management (CRM)
Supplier relationship management (SRM)
Product lifecycle management (PLM)
Employee lifecycle management (ELM)
Corporate performance management (CPM)

Portal Collaborative Business-to-consumer (B2C)

Business-to-business (B2B)
Business-to-employee (B2E)
Enterprise application integration (EAI)

The third layer is more analytical in nature and provides the tools for manage-
ment to answer the challenges in a timely fashion. Supply chain management (SCM)
helps in the planning and production of goods. On the other hand, SRM, CRM,
ELM, and PLM help in maintaining the lifecycle of supplier, customer, employee,
and product, respectively. Corporate performance management (CPM) provides the
indices and matrices to see the overall performance of the organization.

Collaborative layer takes the business online and provides the window to the
external and internal world without any bias or control. It provides a portal for
customers (B2C), suppliers (B2B), and employees (B2E) to transact with the
organization from the internet platform using a simple client like a web browser.
In addition, it also provides a mechanism for the integration of third-party systems
via EAL

1.3.7 The Architecture of Enterprise Systems

Enterprise systems have three distinct characteristics in their architecture data
dictionary, middleware and repository [33]. Data dictionary contains thousands of
domains along with their fields that can be used in all functions or entire value
chain of the organization. Middleware can allow users to set up software routines
and databases at different location that can route data intelligently. Repository at
the base acts as a business framework containing semantics of business processes,
business objects and organizational model [44]. It consists of complete information
of application including metainformation on models, business objects, and technical
programming objects [33].
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1.4 Technological Foundations of Smart Cities

This section will discuss the latest advancements in the area of ICT that can be
leveraged to lay the foundation of the smart city systems. As the humongous size and
complexity of city will require resilient ICT services, service oriented architecture
is an ideal way to develop services as opposed to monolithic huge software.
Similarly, the computing resources should not be a constraint, rather expandable
cloud computing model should be utilized. Sensors and actuators are going to be an
indispensable part of smart city and should be integrated through internet of things.
To make sense out of daily trillions of bytes of new data, big data technology is
essential. Likewise, in highly mechanized world concepts of semantic web should be
implemented to increase the machine-to-machine interactions. Finally, this section
concludes with possible modules of the smart city systems.

1.4.1 Service-Based Distributed Computing

Service-based computing is one of the fundamental technologies driving smart cities
developments. Cloud computing can be considered as a stage in the realization
of service-based computing. Cloud computing paradigm offers virtually unlimited
computing. The National Institute of Standards and Technology (NIST) defines it
is defined as “a model for enabling convenient, on-demand network access to a
shared pool of configurable computing resources that can be rapidly provisioned
and released with minimal management effort or service provider interaction” [45].
And its “capability to serve on-demand, share and instant commissioning and
de-commissioning of configurable computing resources causes it to be resilient,
sustainable and near-utility computing” [46].

Cloud computing is offered majorly through Software-as-a-Service (SaaS),
Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS). And deploy-
ment could be private, public, community, or hybrid cloud. City level systems will
require huge computing resources with great variance at peak and off-peak times.
Therefore, cloud computing will be best to deploy smart city services. There are
numerous studies that propose different models to implement smart city services
on cloud computing. For example, Alazawi et al. [47] have proposed an intelligent
disaster management system based on cloud enabled vehicular networks. Suciu et al.
[48] gave framework to automatically manage, analyze, and control data of varied
characteristics in smart city context by distributed cloud-based services.

Cloud computing has been extended with fog computing to address its latency
and other challenges. Fog computing “is an architecture that uses edge devices
to carry out a substantial amount of computation, storage, communication locally
and routed over the internet backbone” [49]. Other concepts related to fog com-
puting include cloudlets and edge computing. Muhammed et al. [25] address the
network latency, bandwidth, and reliability challenges of mobile cloud computing
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in delivering services for anytime, anywhere capture and analyses of patients’
data required by personalized healthcare systems. They propose UbeHealth, a
ubiquitous healthcare framework that leverages edge computing, deep learning,
big data, high-performance computing (HPC), and the Internet of Things (IoT) to
address the aforementioned mobile cloud computing challenges. The framework
comprises three main components and four layers, which enable provision of an
enhanced network quality of service (QoS). The authors develop a proof-of-concept
UbeHealth system based on the framework and evaluate its performance using
three widely used datasets. A mobile computing system that provides enhanced
mobility information through fog computing is proposed in [50]. A middleware fog
computing platform is used along with a mobile application and a backend cloud-
based big data analysis system to provide timely information to the systems users.

Twalbeh et al. [51] propose a mobile cloud computing model for healthcare
applications that uses cloudlets to allow the mobile device users to connect directly
to cloud resources using cheaper technologies such as WiFi. A user is connected
to the enterprise cloud only if the service is not available at the cloudlet layer.
Networked healthcare and the role of mobile cloud computing and big data analytics
in its enablement are discussed in [52]. The authors introduce and analyze a
cloudlet-based mobile cloud computing infrastructure to be used for healthcare big
data applications.

1.4.2 Internet of Things

One of the most important aspects of smart city is the digital sensing and actuation
of real-world entities. Whole city is provided with the capability to be integrated
with the ICT infrastructure. To facilitate this, entities or objects need to be uniquely
identifiable, wirelessly connected, able to send and receive instruction and data,
etc. Internet of things (IoT) is a new paradigm of internet that addresses these
challenges and extends internet to principally non-computing entities. In the most
simpler terms, it may be defined as “The worldwide network of interconnected
objects uniquely addressable based on standard communication protocols” [53].
An elaborative working definition of IoT is given by IEEE “Internet of Things
envisions a self-configuring, adaptive, complex network that interconnects ‘things’
to the Internet through the use of standard communication protocols. The inter-
connected things have physical or virtual representation in the digital world,
sensing/actuation capability, a programmability feature and are uniquely identifi-
able. The representation contains information including the thing’s identity, status,
location or any other business, social or privately relevant information. The things
offer services, with or without human intervention, through the exploitation of
unique identification, data capture and communication, and actuation capability. The
service is exploited through the use of intelligent interfaces and is made available
anywhere, anytime, and for anything taking security into consideration” [54].
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Zanella et al. [55] gave the technologies, architectures, and protocols for the
urban IoT. They also explained the case of Padova Smart City project as a proof-of-
concept deployment. The smart city IoT network will be operationalized through
web services. The services could be several in domains such as traffic, waste,
electricity, parking, and health. Irfan and Ahmad [56] have reviewed the existing
IoT application in the healthcare area. They summarized the prevalent architectural
model and technologies into three layers such as things layer, intermediate (mid-
dleware or gateway) layer, and backend computing (cloud computing) layer. Things
layer consists of real-world entities laced with sensors and actuators. Intermediate
layer uses multi-agent, SAO, RESTful, or fog computing technologies to offer quick
pre-processing and communication to the physical objects. Backend layer working
on cloud computing paradigm offers high performance computing and big data
support.

Alam et al. [57] study the use of eight well-known data mining algorithms
for IoT including deep learning. Their study uses three widely used real datasets
and shows C4.5 and C5.0 to have better accuracy, memory efficiency, and higher
processing speeds. Deep learning is found to have better accuracy but requires
relatively intensive computations. A survey of data fusion techniques for IoT is
provided in [58]. They focus particularly on mathematical methods for data fusion
including artificial intelligence, probabilistic, and theory of belief methods. They
also review specific IoT environments including nonlinear, object tracking and
heterogeneous environments. The challenges, opportunities, and areas of future
developments for data fusion techniques for IoT are also discussed. Muhammed
et al. [59] propose a new fault-tolerant routing technique for hierarchical sensor
networks in IoT environments. A taxonomy for fault-tolerant techniques in IoT
environments is given along with a quantitative comparison of some existing fault-
tolerant techniques. A distance learning system is proposed in [60] which analyzes
user activity real data acquired from IoT devices to understand and predict their
spatio-temporal activities and other patterns of the user. This analysis is used further
in optimizing the mode (text, voice or video) of module delivery to the users.

1.4.3 Big Data, High-Performance Computing (HPC),
and their Convergence

Big data refers to the “emerging technologies that are designed to extract value
from data having four Vs characteristics; volume, variety, velocity and veracity”
[61]. Big data is being generated from various sources such as Internet of Things
(IoT) and social media, and is being used in many application areas, see e.g., [62—
64]. Arfat et al. [63] draw attention to the need for developing new technologies for
big data processing because big data cannot be processed by traditional tools and
technologies due to their volume, velocity, veracity, and variety properties. They
focus on graph computing that is becoming increasingly popular to model real-
world problems, which are typically large and, hence, give rise to large graphs.
These large graphs could be analyzed and solved using big data technologies. They
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explore the performance of single source shortest path graph computations using
the Apache Spark big data platform. They use the United States road network data,
modeled as graphs, and calculate shortest paths between vertices. The experiments
are performed on the Aziz supercomputer, a Top500 machine. They solve problems
of varying graph sizes, i.e., various states of the USA, and analyze Spark’s
parallelization behaviour. They report that the speedup is expectedly dependent on
both the size of the data and the number of parallel nodes.

A study on the use of big data for gaining insight into the experiences of citizens
with government services is undertaken in [65]. The authors use Twitter data to
evaluate the various services provided by the Ministry of Education in Saudi Arabia.
Specifically, they investigate the users’ opinions and expectations regarding the new
university system launched by the ministry. Their aim with this study is to help the
decision makers in the governments to identify the gaps between the government’s
expectations and the needs of the users informed by their study reflected in users’
opinions and expectations.

The transformative potential of big data on urban transportations is investigated
in [64]. The authors propose a theoretical framework that brings together big data,
autonomous vehicles, and car free urban environment to improve inefficiencies of
transportations and logistics operations through optimizations of shared resource
capacity. The proposed framework is refined in a Markovian model to investigate
several big data scenarios matching the demands of transportation operations of
freight and people mobility with shared capacity of urban resources. Rapid, constant
and extreme urbanization have created acute stress on urban infrastructure and
quality of life. The authors claim their work to be “an initial first step in building
theory, knowledge and critical understanding of the social implications being posed
by the growth in cities and the role that big data and smart cities could play
in developing a resilient and sustainable city transportation system.” The authors
recommend the reorganization and optimization of transportation operations in
order to lower the costs and carbon footprint by moving from “individual firms
optimizing their own transportation supply to a shared collaborative load and
resourced system.” This work is an extension of their earlier work presented in [62]
that focuses on the use of big data in healthcare and transport capacity sharing.

Suma et al. [66] propose a big data architecture and system to detect spatio-
temporal events around the London city with the aim to improve urban logistics
and planning. Specifically, they use big data and Al platforms including Hadoop,
Spark, and Tableau, and the Google Maps Geocoding API to study Twitter data
about London and locate events. They find and locate congestion around the London
city. They also discover that, during a certain period, top third tweeted words were
about job and hiring, leading them to locate the source of the tweets which happened
to be originating from around the Canary Wharf area, UK’s major financial center.
They extend their earlier work in [67] and present an enhanced methodology,
big data pipeline, and software tool based on machine learning. They empirically
demonstrate that events can be detected automatically by analyzing data and detect
the occurrence of multiple events, their locations and times, without any prior
knowledge of the events.
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Arfat et al. [68] propose a mobile computing system that enables smarter cities
with enhanced mobility information through big data, fog and cloud computing
technologies. The system includes a mobile application, a backend cloud-based
big data analysis system, and a middleware platform based on fog computing.
The system brings multiple cutting-edge technologies together to provide uniquely
focused information on user mobility. The system proposes to pull in and provide
information to the users about their travel locally, nationally, and internationally.
More importantly, relevant information is pulled in from multiple news media and
other sources. The UTiLearn system [24] is another example of big data system. It
uses big data and other emerging technologies to provide enhanced development,
management, and delivery of teaching and learning in smart society settings. We
have discussed this in the smart city systems section.

The need to optimize supply chain activities in healthcare using big data is
highlighted in [69]. The authors note that since medical equipment and devices
generate massive amounts of data, big data analytics, which is proven to be helpful
in forecasting and decision-making, can be a powerful tool to improve healthcare
supply chains. They present a survey on the use of big data in healthcare supply
chains and discuss the challenges, opportunities and future directions for big data
enabled healthcare supply chains.

The role of big data, high-performance computing (HPC), and deep learning
for disaster management is proposed in [70]. The authors extend the earlier work
of Alazawi et al. [71] and use deep learning to predict urban traffic in disaster
situations. They use Graphics Processing Units (GPUs) to address the compute-
intensive nature of deep learning. They use open road traffic data made available by
the Department for Transport, UK. They claim their work to be the first in applying
deep learning for disaster management.

Numerous scientific, engineering, and smart city applications require the solution
of sparse linear equation systems and Sparse Matrix Vector (SpMV) computations.
For example, Markov chains have been used to model many smart city systems,
see e.g., [72]. These problems require HPC techniques. Alyahya et al. [73] study
SpMYV performance on Intel Many Integrated Core (MIC) Architecture which has
seen limited works in the past. Intel MIC and other many core architectures will be
among the range of heterogeneous devices available in smart cities computational
infrastructures and, hence, studying the behavior of smart city applications on such
devices is of high importance.

High-performance computing (HPC) has traditionally been associated with
tightly coupled supercomputing platforms and later on with cluster computing.
However, broadly speaking, any techniques that aim to enhance computational
performance by using the capacity of the underlying computational resources (hard-
ware, software, caches, etc.), particularly using parallel or concurrent computing
paradigms, can fall under HPC. Usman et al. [74] discuss the convergence of big
data and HPC, reviewing the driving forces, challenges, current and future trends
of the convergence. They note that the rise of HPDA (High Performance Data
Analytics) has resulted in the expansion of HPC market in many new territories
including big data. Farber [75] reviews a number of recent initiatives and trends on
the HPC and big data convergence.
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1.4.4 Smart City Applications and Systems

Apart from the architectural complexities and technological components, it is
also necessary to organize the different essential services of a smart city system
into a modular fashion. As described in the previous chapter, there are six
major dimensions, into which the city must show performance. Therefore, smart
city systems should identify different services in these dimensions that need to
be digitized to tread the path of smartness. These modules can be termed as
Smart Economy Management (SEM), Smart People Management (SPM), Smart
Governance Management (SGM), Smart Mobility Management (SMM), Smart
Environment Management (SEM), and Smart Living Management (SLM). We
review below some proposals on smart city systems and services.

Many works have been proposed on the design and evaluation of disaster man-
agement systems for smart cities. These include, for example, a system architecture
using cloud computing [47], a system using vehicular ad hoc networks (VANETS)
[76], a system with specific focus on city evacuation strategies [77, 78], and other
improvements to the earlier proposed disaster management systems [71]. These
works were based on mathematical modeling and simulation studies of disaster-
related scenarios. These works were extended in [70] using a deep learning based
study.

Alomari et al. [79] present a study on the use of Twitter data for detecting road
traffic conditions in the Jeddah city. They discover the most congested roads in
Jeddah and the traffic relationship with the tweeting behavior. This study is carried
out using tweets in the Arabic language on the SAP Hana platform. Suma et al. [66]
note the emerging use of social media for sensing the information about the people
and their spatiotemporal experiences around the living spaces. They use Twitter data
to detect spatio-temporal events around the London city with the aim to improve
urban logistics and planning. They extend in [67] their earlier work and present an
enhanced methodology and software tool based on machine learning techniques.
They empirically demonstrate that various conceptual, virtual, or physical events
can be detected automatically by analyzing data and detect the occurrence of
multiple events including “Underbelly Festival,” “The Luna Cinema” and “London
Notting Hill Carnival 2017,” their locations and times, without any prior knowledge
of the events.

A study on the computing single source shortest path routes for the United
States road network data is presented in [63]. The authors model the United States
road network as graphs and calculate shortest paths between vertices. An object
recognition method for autonomous driving for smart cities called Decision Tree
and Decision Fusion based Recognition System (D2TFRS) is proposed in [80].

Mehmood et al. [24] accentuate the changing landscape of the education industry
worldwide due to the emergence of the Massive Open Online Course (MOOC)
models, changing behaviors of digital learners, and the continuing gloomy global
economy. Driven by the lacking sophistication of distance eTeaching and eLearning
(DTL) systems, due to the challenges related to “data analysis and management,
learner-system interactivity, system cognition, resource planning, agility, and scal-
ability,” they propose UTiLearn, a personalized ubiquitous eTeaching & eLearning
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framework. UTiLearn “leverages Internet of Things, big data, supercomputing,
and deep learning to provide enhanced development, management, and delivery
of teaching and learning in smart society settings.” They develop a proof-of-
concept UTiLearn system based on the proposed framework and provide a detailed
design, implementation, and evaluation of the UTiLearn system, including its five
components, using 11 widely used datasets.

Al-dhubhani et al. [81] review cutting-edge technologies and their potential
use for border security. They review literature related to the data acquisition
technologies, storage, processing, analysis, and decision-making technologies of
border security. They propose a smarter border security system along with ideas
for future research and development.

Alamoudi et al. provide a review of DNA profiling methods and tools in [82].
DNA typing or profiling, as defined by them, “is a widely used practice in various
forensic laboratories, used, for example, in sexual assault cases when the source of
DNA mixture can combine different individuals such as the victim, the criminal, and
the victim’s partner.” Highlighting the motivations for DNA profiling, they state that
faster interpretations of DNA mixture profiles will expectedly open up new frontiers
for this area in smart society applications. Khanum et al. [83] propose a novel fuzzy
logic based framework for managing the complex tasks of smart farming in smart
society scenarios. The framework is called Semantically Enriched Computational
Intelligence (SECI). The authors discuss attributes of SECI that make it a suitable
computational technique to be applied to various dimensions of smart farming. They
describe three possible applications of SECI in smart farming that they plan to
implement in the future. The implementation of one of the described applications of
smart farming is discussed in detail along with its preliminary results.

Al-Dhubhani et al. [84] provide a review of location privacy research related to
smart cities. They review smart city architectures, frameworks, and platforms, and
discuss the extent to which the preservation of location privacy has been addressed.
They claim based on the provided literature review that the preservation of location
privacy has not received sufficient attention in smart city applications. They discuss
the issues that should be addressed to improve the preservation of location privacy
for smart city applications and propose a location privacy preservation system for
smart city applications.

Numerous other smart city technologies and systems have been proposed, for
example, related to mobile computing [85], emerging applications [86], healthcare
and life sciences [25, 51, 69, 82], information systems [41, 87], and IoT-based
smart applications [59]. Moreover, smart mobility is a key dimension of smart city
designs and operations [88]. Plentiful approaches have been proposed to address
transportation challenges and develop smart transportation infrastructures, see e.g.,
autonomic transport systems [89-91], vehicular networks (VANETS) and systems
[92-95], emergency management system [78], simulations [96, 97], urban logistics
[62, 72], big data [62—64], location based services [98], and social media based
approaches [67, 99]. Some of these works on transportation are multidisciplinary
and these have already been discussed in this section or other sections. A recent
book has covered a number of topics related to Smart Societies, Infrastructure,
Technologies, and Applications [100].
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The smart city planner should develop the whole system utilizing the latest ICT
such as web services and SoA, cloud computing, IoT, big data and semantic web.
This will provide the needed scalability, resilience, and portability to address the
city level complexity and challenges.

1.5 Structural Equation Modeling

The smart city domain is highly interdisciplinary and requires modeling different
variables of interest including latent variables. First-generation statistical techniques
such as regression, factor analysis, or cluster analysis use empirical data to confirm
or identify the theoretical hypothesis. These techniques have certain limitations or
make unrealistic assumption such as multiple independent variables regress to one
dependent variable, variables to be observable, and the error free measurements of
variables [101].

Structural equation modeling (SEM) defeats the limitations of first-generation
statistical techniques and allows for the modeling of multiple independent constructs
and multiple dependent construct in a holistic, systematic, and unified way [102].
Every variable is considered either exogenous (independent) or endogenous (depen-
dent). And the latter is being explained by the relationships postulated in the model
[103]. SEM employs two techniques covariance or variance to analyze the model.
Partial least square (PLS) regression uses a variance-based approach.

In order to develop a model profound understating of theory is mandatory. So that
the model structure is in sync with the theoretical structures available in the theory.
The theory consists of theoretical concepts and derived concepts both defined as
latent variables and an empirical concept defined as an indicator variable. Moreover,
these concepts are linked with non-observational hypothesis (linking theoretical
concepts with theoretical concepts), theoretical definitions (linking theoretical
concepts with derived concepts), and correspondence rules (linking theoretical or
derived concepts with empirical concepts) [104]. This section will illustrate upon
the basics of SEM more specifically PLS SEM and its application in the smart city
logistics domain.

1.5.1 Reflective Versus Formative Constructs

Reflective constructs cause the items or measurements whereas formative constructs
are caused by the items or measurements [105]. In the case of reflective constructs
any change in the latent construct is reflected in the measurement and measurement
error is associated with the measurements [105]. On the other hand, formative
constructs are derived from measurements and the measurement error is introduced
at the level of construct [105].
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LISREL, EQS and AMOS, covariance-based SEM doesn’t support formative
constructs [102] whereas variance-based, PLS SEM supports both formative and
reflective constructs [102]. Moreover, PLS doesn’t make any assumption about the
population or scale of measurement [106]. Therefore, it works with nominal and
higher scale and with no assumptions of the distribution [101].

1.5.2 Partial Least Squares (PLS) Regression

PLS utilizes the concept of maximization of variance of the dependent variables
explained by the independent variables in contrast to the reconstructing of the
covariance matrix [101]. The PLS model consists of a structure showing all
the latent or unobservable constructs along with their measurements, items, or
indicators. Secondly it consists of paths showing the relationships among them.
Finally, it has an additional component that defines the weight relation used to
estimate the unobservable variables [101].

The order of computation goes as follows first the weight relations are calculated,
next using these weights the case values are estimated that is weighted average of
indicators, finally the structural relations are calculated with the help of a set of
regression equations [106]. Therefore, the most important step is the estimation
of weight relations since all successive steps depend on it. In a more simplistic
approach, one may give equal weights to all the indicators, but it will be difficult
to get theoretical support for the same [101]. Moreover, it will also undermine the
more reliable indicators supposed to get higher weights [107].

PLS employs two-step outside and inside approximation, iteratively until the case
values converge. For outside approximation, the latent variable is estimated with
their respective indicators with the help of regression for formative constructs as
proposed in this research [101]. And for inside approximation, the case value is
weighted with the help of neighboring latent variables using centroid, factor or path
weighing Scheme [101]. Moreover, the problem of consistency is removed if the
sample size and the number of indicators approach infinity.

1.5.3 Construct Reliability and Validity

Outside approximation more known as an outer model or measurement model
provides the reliability and validity of blocks of manifest variables [108]. There
are five criteria for the assessment of outer model for the reflexive constructs,
namely indicator reliability, internal consistency reliability, convergent validity, and
discriminant validity at indicator and construct levels [108].
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Indicator reliability or the reliability of the manifest variable is achieved when
factor loading is more than 0.7 [109]. Composite reliability or Cronbach’s alpha
more than 0.6 is required for the internal consistency reliability or reliability of
block of manifest variable [109]. Convergent validity, a measure indicating manifest
variables represent the underlying construct, is assessed by average variance
extracted (AVE) and should be more than 0.5 [109]. Discriminant validity at the
construct level is a measure of the extent to which constructs don’t correlate with
other constructs. It is estimated with the Fornell-Larcker criterion that is construct’s
AVE should be higher than its squared correlation with other constructs [110].
Whereas, the indicator level discriminant validity is established when manifest
variable loads highest on the mapped construct.

For the formative constructs, the indicator reliability is meaningless due to
the assumption of error free measures [109]. Three criteria are used to assess
the measurement model for the formative constructs, namely indicators relative
contribution to the construct, significance of weight, and multicollinearity [108]. Of
these last two are more important to establish since they decide as to which indicator
will enter the model. Bootstrapping method is used to assess the significance of the
estimated indicators weight [109]. The multicollinearity among formative constructs
is estimated with the help of variance inflation factor (VIF) and a value more than
10 shows critical multicollinearity [109]. However, the value of VIF less than 3.3
is considered excellent [111]. Moreover, the value of condition number for the
construct below 30 signifies the absence of any collinearity [112].

1.5.4 Assessment of Inner or Structural Model

Once the reliable and valid outer model is achieved, the inner model is estimated.
The coefficient of determination R? value of endogenous variable is an essential
criterion [109]. The values of R? 0.67, 0.33, or 0.19 define the endogenous latent
variable to be substantial, moderate, or weak, respectively [113]. The lesser value of
R? is acceptable where one or two exogenous variables explain endogenous variable.
The second criterion is the path coefficient assessed for value, sign, and significance.
The significance is estimated with the help of bootstrapping method.

The third criterion is the effect size 2. The values of 2 0.02, 0.15, or 0.35 can
be considered as a measure of weak, medium, or large effect at the structural level
[109]. Last but not the least measure is the predictive capability of the structural
model. This is estimated with the help of predictive relevance Q2, that measures how
well observed values are reconstructed by model and its parameters [108]. The value
of Q? is calculated by blindfolding procedure. A value above zero indicates that the
observed values are close to predicted values and proves the predictive relevance of
the model [109].
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1.5.5 PLS Applications in Smart City

In the previous studies [87, 114], authors have applied PLS SEM in the context of
enterprise systems and future city logistics. A success predictive model that will
ensure the benefits of enterprise systems was developed using PLS SEM. Further
the study synthesized the benefits of ES in different dimensions of future city
logistics. Abbasi et al. [115] have used hybrid support vector machine and PLS
model to forecast municipal solid waste forecasting. Another study has used PLS
regression to analyze the model of RFID adoption in public transportation services
using innovation diffusion theory [116].

The discipline of smart city is highly interdisciplinary and will have multiple
phenomenon or constructs, observable and latent. As pointed out earlier that latent
variables can be reflexive or formative, PLS SEM will be most suited to study these
variables in order for theory building in smart city domain. For instance, authors
believe that connectedness leads to integration, integration leads to dynamism,
dynamism leads to smartness and finally smartness, will further give impetus for
more connectedness. This proposed model herein of smart city systems adoption
shown in Fig. 1.2 may also be established using PLS SEM or any other system of
variables.

Fig. 1.2 Smart city systems
adoption model
Connectedness

Smartness Integration

Dynamism
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1.6 Conclusion

The smart city microcosm should be defined by all the stakeholders of the
society unlike corporate organizations. People from every strata and trade should
collectively define, design, develop, and deliver the smart city. That’s the only way
to avoid gentrification. No city in the world would dare not to aspire to become smart
city and if the purpose is to beat the competition then cities should have to focus on
to invest heavily on differential or strategic assets such as knowledge infrastructure
along with other necessary commodity infrastructures.

This chapter has done extensive literature review on the concept of smart city in
order to derive the systems perspective of smart city. Nonetheless, the alignment of
ICT with the true concept of smart city, strategically and operationally, needs to be
exemplified in the definition of smart city systems. Authors have defined the smart
city systems as “Smart City System is a convergence of integrate systems supporting
city processes reengineered on sustainability principles and utilizing state of the art
technology to advance frontiers of knowledge, economy and life in a society.” The
field of enterprise systems has also been explained as SCS will make use of different
aspects of this technology. Similarly, the emerging areas of ICT such as service
based distributed computing, [oT, Big Data and High-Performance Computing, have
been illustrated upon. Also, there are numerous applications in the smart city context
such as disaster management, traffic management, spatio-temporal experiences of
citizens, and DNA profiling for crime prevention. SEM section gives important
insight into concepts and applications of PLS SEM essential for theory building
in this domain.

ICT must be utilized in every aspect of smart city as it can bring true connected-
ness that leads to integration and integration leads to dynamism and dynamism leads
to smartness (Fig. 1.2). Smartness will further give impetus for more connectedness
and hence the cycle of innovation continues to realize best in class smart city.
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Chapter 2 )
Sentiment Analysis of Arabic Tweets for oo
Road Traffic Congestion and Event

Detection

Ebtesam Alomari, Rashid Mehmood, and Iyad Katib

2.1 Introduction

More recently, Twitter has become a popular social platform to share traffic
information. Mainly, Twitter can provide information about future events, the causes
behind certain behavior, anomalies, and accidents, as well as the public feelings on
a matter. Furthermore, there are specific, and official Twitter accounts created to
report on traffic conditions and events in particular cities. These accounts generate
useful sources of information for the followers. Hence, there is an enormous amount
of traffic updates and information available in different Twitter accounts and can be
freely obtained via the easy-to-access APIs [1].

Several researches have been proposed to monitor road traffic in different
countries by analyzing text from different languages such as English and Chinese.
However, the difficulty of performing such analysis in Arabic social media lies in
the fact that the dialectical Arabic is used more than the formal Modern Standard
Arabic (MSA), which produce new challenges for Arabic text classifications and
Sentiment Analysis (SA) [2]. To the best of our knowledge, none of the existing
works about sentiment analysis on Saudi dialect tweets have focused on traffic
condition. Moreover, the existing analysis approaches for Arabic event detection
did not focus on road traffic in Saudi Arabia. Further, they did not apply big data
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technologies to properly handle such huge amounts of social data which required
high processing speed, large storage, and other challenges.

Currently, road traffic congestion is one of the biggest problems in Saudi Arabia
especially in large cities like Jeddah. Jeddah city is the second largest city in Saudi
Arabia and arguably the most congested one. Further, Makkah is the Islam’s holiest
city, where millions of Muslims visit. The increasing number of vehicles and an
enormous number of pilgrim visitors all year round have increased accidents and
traffic jams in many major roads in this city. Moreover, the Kingdom accounts for
over 40% of all active Twitter users in the Arab region [3]. By 2016, the number of
Twitter users in Saudi Arabia had reached 4.99 million [4]. Hence, Twitter presents
an excellent opportunity for extracting useful information. This raises the need for
proposing a novel approach to analyze Arabic dialectical social data to monitor road
traffic in Saudi Arabia.

In this paper, we extend our previous work [5] about analyzing and extracting
traffic congestion information from Arabic tweets. In our previous work, we ana-
lyzed only negative tweets that refer to traffic jam and congestion where we designed
the search queries to fetch tweets that contain specific negative traffic-related
keywords. Subsequently, we extracted the traffic causes and the top congested roads
and streets in Jeddah city.

In this work, we collect all traffic-related tweets regardless of the type (negative
or positive). We fetch tweets about traffic in Jeddah and Makkah during Ramadan,
which is the Islam’s month of fasting. We chose this period to study the impact of
this month on road traffic because in this month the traffic behavior and the road
traffic rush hours change significantly. The main objectives and contributions of this
paper can be summarized as follows:

— Improve our previous methodology by applying normalization on the extracted
Arabic tokens.

— Provide a mechanism to detect events that could affect the traffic condition.

— Propose an approach for sentiment analysis to classify a driver’s feeling and
emotions.

Sentiment classification is one of the areas in which “big data” requires pro-
cessing. Thus, we have built our approach on SAP HANA, which is an in-memory
processing platform that can help to improve both the performance and the quality
of the results. We analyzed the data by applying a lexicon-based approach. We have
built lexicons (dictionaries) for Arabic and Saudi dialect words. The dictionaries
include the most common words regarding traffic condition. The main goal is to
classify traffic-related tweets into one of four sentiment classes (Strong positive,
Positive, Strong negative, and Negative).

The rest of the paper is organized as follows. Section 2.2 reviews the related
works. Section 2.3 illustrates the methodology. Section 2.4 discusses the results.
Finally, we draw our conclusions in Sect. 2.5.
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2.2 Literature Review

2.2.1 Transportation and Smart Cities

Traditional approaches for traffic measurement have relied on sensors that are buried
under the road (such as inductive loops) or installed on roadside [6]. Additionally,
many traffic monitoring systems have been proposed to detect road congestion
using video [7] or image [8] processing technologies. However, these approaches
require sensors and other equipment such as cameras and thus the deployment and
maintenance are costly.

Several approaches have been proposed, particularly during the last decade, to
use vehicular ad hoc networks (VANETS) for monitoring traffic [6, 9, 10], in general,
and for specific purposes, such as for traffic coordination and disaster management
[11-13]. Simulations have also been playing a key role in transportation planning
and control [14]. A number of works on operations research related to transportation
in smart cities have also been proposed, e.g., car-free cities [15], intelligent mobility
[16], big data in transport operations [17, 18], prototyping in urban logistics [19],
and autonomic transportation systems [20-22]. Furthermore, Alomar et al. [23]
visualized traffic incidents in the city of Riyadh for the 2013-2015 timeframe.
However, they did not work on social data. They get the data from the General
Directorate of Traffic (GDT). Other researchers study road traffic crashes in Pakistan
during Ramadan [24]. They also analyzed structured data from formal sources.

2.2.2 Event Detection from Social Media

Several approaches have been proposed to detect events from social data in different
languages.

Kurniawan et al. [25] conducted experiments to classify real-time road traffic
tweets using data mining. They collected real-time data about Yogyakarta Province,
Indonesia using Twitter Streaming API. Additionally, they compared classification
performance of three machine learning algorithms, namely Naive Bayes (NB),
Support Vector Machine (SVM), and Decision Tree (DT). However, they only
classified tweets into the traffic or non-traffic categories. Similar work is proposed
by D’ Andrea et al. [26]. They suggested an intelligent system, based on text mining
and machine learning algorithms. They collected real-time tweets of several regions
of the Italian road networks and then assigned the appropriate class label to each
tweet, as to whether the tweet is related to a traffic event or not.

Ribeiro et al. [27] analyzed tweets to detect traffic events in Belo Horizonte,
Brazil. They created a set of place names, called GEODICT. Subsequently, they
detected the locations and streets names by using string matching technique
by searching for substrings from the tweet that can be detected in GEODICT.
Wongcharoen and Senivongse [28] built a congestion severity prediction model to
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predict traffic congestion severity level. However, like previous approaches [25, 27],
the tweets are fetched only from particular accounts.

Hanifah et al. [29] filtered tweets using SVM to detect traffic congestion in
Bandung, Indonesia. Also, they extracted the information of location, time, date,
and image. For information extraction, they applied a rule-based approach, which is
based on the structure of the sentence. However, they did not detect traffic-related
events. Gu et al. addressed this limitation [30]. They have collected historical and
real-time tweets about traffic in Pittsburgh and Philadelphia, Metropolitan. They
used a dictionary of relevant keywords and their combinations that can indicate
traffic condition.

Moreover, D’Andrea et al. [26] collected real-time Italian tweets and classi-
fied them into traffic and non-traffic tweets. Alifi and Supangkat [31] suggested
approaches for extracting location information. Additionally, they extracted valu-
able information from real time including traffic condition, congestion causes,
weather condition, and time of occurrence. However, researchers in [26, 29, 30],
and [31] did not perform sentiment analysis. Additionally, none of them applied big
data technologies in their proposed methods. Suma et al. [32, 33] have analyzed
Twitter data to detect events related to road traffic and other topics for smart cities
planning purposes. Their focus is on the use of big data platforms to analyze large
amounts of tweets about the London city. However, they did not perform sentiment
analysis. Moreover, in our previous work [5] we used SAP HANA to detect road
traffic conditions in Jeddah city. However, we did not perform SA.

Several approaches have been proposed to detect events from Arabic social data.
AL-Smadi and Qawasmeh [34] used an unsupervised rule-based technique to extract
events about technology, politics, etc. In [35], the researchers detect events related to
disasters, sports, arts, crime, politics, and elections. Other researchers classified real-
time tweets to detect high-risk floods [36]. Moreover, researchers in [37] annotated
Arabic events related to politics and election. Furthermore, Alsaedi and Pete [38]
proposed a framework for detecting disruptive events from Arabic tweets. They
extended their work and suggested an integrated event detection framework related
to the riots events [39]. However, none of these studies focused on traffic events.

2.2.3 Arabic Sentiment Analysis

The existing work about Arabic sentiment analysis (not specific to transportation)
can be classified into lexicon (dictionary) based, ML-based, or hybrid. Researchers
in [40—42] applied a hybrid approach for Jordanian dialect. On the other side, there
are some studies based on machine learning for Modern Standard Arabic (MSA)
[43], Egyptian dialect [44], and Jordan dialect [45]. Furthermore, researchers in [46,
47] proposed lexicon-based Arabic SA, but they are not proposed for Saudi dialect.

Few studies have applied SA to Saudi dialect. Aldayel and Azmi proposed hybrid
(SVM and lexical) classifier [2]. However, they only performed two-way (positive,
negative) classification. Moreover, the Saudi dialect lexicon has been developed
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in [48]. But, it is domain specific (restaurants reviews). Al-twairesh proposed
AraSenTi-tweet [49] corpus for sentiment analysis. It is available online for the
research community. Even though the corpus annotated manually, they extracted
from a large dataset that contains Arabic tweets. Most of the existing words in their
lexicon are not useful in our case (traffic detection). Further, some of them do not
belong to the Saudi dialect.

From the above discussion for the literature review, we found that the existing
Arabic sentiment lexicons are either not supporting Saudi dialect or not efficient
to be used in traffic detection domain. Therefore, there is a need to create a new
sentiment lexicon to classify the traffic-related tweets.

On the other side, big data processing technologies provide great opportunities
for addressing transportation problems for which traditional approaches are not
competent. To the best of our knowledge, none of the existing work about event
detection from Arabic social data has used big data platforms and technologies to
address the complex processing and analytics tasks on such big data. Therefore, our
text classification technique will be built on SAP HANA, which is an in-memory
processing platform offering groundbreaking performance.

2.3 Methodology

Figure 2.1 illustrates the workflow of tweets acquisition, processing, and analytics.
We have built our approach on SAP HANA, which is developed by SAP SE. It is
the integration of transactional and analytical workload within the same database

"T—"{r} Results Visualization
SAP Lumira 1
SAP HANA Workbench Catalog SAP HANA [Workbench Editor
Pre-processing & Text Analytics Create Analysis
(Create Fulitext Index) configuration file @
Create

Custom Dictionaries | B

Execute Search Queries

SAP HANA Database

Data Pool
( Tweets)

|
- S

Fig. 2.1 Overview of the main implementation steps
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management system [50]. Further, SAP HANA Extended Application Services
(SAP HANA XS) provides the SAP HANA Web-based Development Workbench
that supports developing entire applications in a Web browser without the need to
install any development tools. SAP HANA Web-based Development Workbench
includes i) Catalog and ii) Editor tools [51].

Catalog enables developing and maintaining SQL catalog objects in the SAP
HANA database. It also supports creating tables, executing SQL queries, and
creating a remote source to collect data. Additionally, catalog supports text analysis
and text mining. Moreover, Editor enables data modeling, which is an activity of
creating information view. This information views can be used for reporting and
decision-making purpose. SAP HANA supports a great information view, which is
a calculation view. The data foundation of the calculation view can include tables,
column views, analytic views, and calculation views. Also, it enables creating joins,
unions, aggregation, and projections on data sources.

2.3.1 Tweets Collection

We collected tweets about traffic in Jeddah and Makkah during Ramadan (17 May—
14 June), 2018. We generated a list of Arabic keywords related to road traffic and
transportation. We also searched for the most popular Twitter accounts that tweet
about traffic conditions in Jeddah and Makkah cities. We have used the collected
list of twitter accounts and Arabic keywords to write a large number of queries.

Search queries were executed in SAP HANA Workbench Catalog to collect
historical tweets using twitter REST search API. Unlike streaming API that enables
fetching real-time tweets, the REST API allows us to query historical tweets with
locations and keywords simultaneously. REST API supports geocode parameter to
restrict query by a given location using “latitude, longitude, radius.” Thus, when
executing the queries, the search API will first attempt to search for tweets which
have lat/long within the queried geocode. But not all tweets are geotagged because
some users disable location service in their smartphones. In this case, Tweet’s
location information will be detected from the location data in the user’s profile.

However, if the user did not add information about the city and county in his/her
profile, “Country” and “Place_name” fields would be empty. To handle this issue
and fetch the non-geotagged tweets, we re-execute all queries after adding the city
name and without specifying a location to collect all traffic tweets that include the
city name. However, there are still some tweets that are not included in our analysis
because they are not geotagged and not carrying location information. We created
a table to store the retrieved tweets in SAP HANA databases. The created table
includes several attributes such as “Userld,” “Tweet,” “UserName,” “CreatedAt,”
“Latitude,” “Longitude,” “Country,” and “Place_name.”
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2.3.2 Pre-processing and Analysis Configuration

SAP HANA supports text analysis for different languages including Arabic. They
used the pre-processor server to extract and classify unstructured text into entities
and domains by applying linguistic and statistical techniques [52]. To analyze the
text in SAP HANA, there is a need to create full-text indexing on the text column
with specifying the type of analysis configuration and setting TEXT ANALYSIS
parameter “ON” and this results in a new table “$TA__<index name>". This table
will include linguistic or semantic analysis results.

SAP HANA supports three main types of text analysis configurations, which
are [53]:

— Linguistic Analysis: supports natural language processing.

— Entity and Fact Extraction: enables named entity extraction, sentiment
analysis, public sector events, and enterprise facts. It named EXTRAC-
TION_CORE_VOICEOFCUSTOMER.

— Grammatical Role Analysis: enables functional syntactic roles in the sentence,
such as subject or object. It supports English language only.

In this work, the data are analyzed based on “Voice Of Customer” (VOC) analysis
configuration. We have selected this type of text analysis configuration because it
supports handling entity extraction, fact extraction, and sentiment analysis. Further,
it enables tokenization, which means it decomposes the phrase or sentence into
tokens. Unlike “Linguistic analysis” configuration that extracts every word in the
text, VOC extracts only basic entities from the text and entities of interest including
a person, address, organization, URLs, and other common terms. The token type is
stored in TA_TYPE field.

To use the default configuration, developers simply need to include VOICEOF-
CUSTOMER parameter in a query. However, the standard configuration doesn’t
suffice to the requirement especially with the Arabic language. Further, the default
normalizer is not efficient. Thus, we need to customize keywords in new dictionaries
and include them in a modified configuration file.

Custom Dictionaries

We noticed that the standard text analysis in SAP HANA using the VOICEOF
CUSTOMER-configuration does not suffice where not all Arabic tokens are clas-
sified under the right token type. Therefore, we need to add a custom dictionary
for unknown terms in the SAP HANA system and then create a new configuration
file. We created our own dictionaries because none of the existing dictionaries
for Saudi dialect are designed to be used for road traffic condition detection. The
created lists of custom dictionaries were used to create a new configuration file
for analysis using SAP HANA Web-based Development Workbench. Then, the
generated configuration file was used to create the fulltext index on “Tweets”
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column to split the text into tokens and specify the token type based on the created
dictionaries.

We created several custom dictionaries, which help to improve tokenization,
normalization, and entity type extraction. The main dictionaries are as follows:

— Transportation: includes the collected Arabic keywords about transportation
(such as 3045, JAbs, 3wy,

— Makkah Streets/Jeddah Streets: contain the names of streets and roads names.

— Places: includes the keywords referred to places names like Mosque, Restaurant,
and Mall.

— Religion: contains the synonyms of words related to fasting and the activities
during Ramadan month (e.g., sl Al o pae, J“L‘é‘).

— Sentiment: includes a list of Arabic and Saudi dialect sentiment words and
expression.

— Events types: contains the common words representing events types and list of
their corresponding synonyms.

Tokenization, Normalization, and Entity Extraction.

To analyze the tweets in SAP HANA, we need to create a full-text index on “Tweet”
column. Creating the index requires executing SQL statement, which will lead to
creating a new table containing the tokens and named entity extraction results. The
created table will include the following:

— TA_Token: contains the list of tokens extracted from the tweets.
— TA_Type: refers to the entity type.
— TA_Normalized: stores a normalized representation of the token.

The created custom dictionaries enable identifying a standard name for each
entity. The TA_Type field can contain built-in type (e.g., NOUN_GROUP) or one
of the types that are specified in our newly created dictionaries, i.e., Jeddah_Street.
Moreover, the normalization process is very important especially for Arabic text
where some letter has different representation. For instance, “Alif” has four forms
(.1, L 7), “Yaa” has two forms (> <), and “Haa” has two forms (>%). SAP HANA
supports case normalization by converting the initial letter of a word to upper or
lower case. However, this type of normalization is not relevant to languages that do
not distinguish between upper and lower case such as Arabic. So, we modified the
analysis configuration to represent the normalized form of the entity as specified in
our custom analysis dictionaries. For example, ‘45" and “4:x"” will be normalized
to “4==)” and “4v" where “TAA MARBUTAH/;” was replaced with “HAA/.”
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2.3.3 Tweets Analysis
Location Extraction

Generally, there are two types of location information: (i) Latitude/longitude
coordinates of the locations where users posted the tweets and (ii) Location name
referred in tweet texts. We specified either coordination information or cities name
in our search queries to force them to retrieve only tweets posted in our targeted
cities. Further, to extract specific location information such as streets name from the
text, we used the Entity Extraction feature in SAP HANA. However, the existing
entity extractor with default configuration did not detect all the places names. So, we
created our own dictionaries for the main streets/roads names and then we included
them in the modified configuration file. We used OpenStreetMap' to create a list of
streets and roads names in Jeddah and Makkah. When we run the analysis query
(create full-text index), the places name will be extracted from the text and stored in
the analysis results table.

Traffic Events Detection

We created a dictionary containing a list of words representing the road traffic
events. We took into account the following events:

— Accident (¢als).

— Fire (&)

— Roadworks “G_bll Juel” including maintenance (+=) and construction (s\).

— Weather condition “w&hll” such as rain (<) and storm (diale).

— Other events that could affect the traffic including sports (*=%.) events and social
events (e.g., festival “O "),

We expand the dictionary by adding a list of corresponding synonyms under each
event type. Consequently, each type of traffic event is extracted taking into account
the set of relevant words. For instance, accident “c.is” associated with words like
“exa and maintenance “4b=" associated with words like “~<5 or “c>~='" To
clarify, during the tokenization and entity extraction phases, each token will get a
Token_Type based on our custom dictionaries where our event detection technique
relies on matching synonyms with terms available on the tweet. For instance, the
following tweet contains the word “Gu~,” and thus the extracted event type will be
“fire.” We consider the fires as traffic-related events even though it is not a vehicle
fire because it may effect on the traffic condition and cause congestion.

Example: “@JeddahNow: g4l 3,8 & sl 5 g e sl g L (o 1S jalie (3 pda Ga |
santt il Bl Clasiedly dldl i ¢ adl 7

Thttp://openstreetmap.org
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Translation: “@JeddahNow: Live #Jeddah | A huge fire at # Extra stores on
Tahlia Street, with an intensive presence of the Civil Defense teams, we will update
you about the status soon.”

Sentiment Analysis

The literature review suggests two approaches for building a lexicon: manual
construction by experts or automatic construction. Although automatic lexicon
construction from a seed of words is faster and required less human effort, there are
weaknesses regarding accuracy and robustness due to the lack of human supervision.
Thus, in this work, we followed a lexicon-based approach that relies on a manually
constructed dictionary. We built lexicons for Saudi dialect words that related to
traffic condition. We created a list of strong positive words (e.g., €' “Faster”),
positive words (e.g., <. “no traffic jam”), negative words (e.g., *== “Slow”), and
strong negative words (e.g., s “Death”). Then, we expanded the lists by adding
synonyms.

After that, we included the created custom dictionaries in the analysis configura-
tion file. When we created a full-text index, the analyzer simply splits each word in
the tweet, normalize it using our dictionaries, then classify each token in the tweet
into one of the four categorized. Subsequently, we created a calculation view to
classify the tweets. Each tweet will be scored based on the number of the tokens
from each sentiment class and on how many times these words occurred in the text.
Subsequently, the tweets are classified appropriately based on the calculated score.

2.4 Results and Dissection

SAP offers a data visualization tool for reporting on top of SAP HANA, named SAP
Lumira.” Figure 2.2 shows the percentage of tweets at different time of day. The
chart in Fig. 2.2a shows that most tweets about traffic in Jeddah are posted during
the night. The highest tweeting time is at 22. The percentage of tweets is started
decreasing after 3 and the lowest tweeting time is at 8. The results are reasonable
where the business hours during Ramadan are changed, and people used to go to the
markets and restaurants before Iftar in addition to that they usually go shopping after
Al-Taraweeh prayer Additionally, during Ramadan, the work hours are changed,
and most employees in public sector and private companies work from 10 am
to 3 pm.

On the other side, Fig. 2.2b shows that the percentage of tweets about traffic in
Makkah is always high except for the period between Al-Fajr prayer and Al_Dhuhr

Zhttp://saplumira.com/
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Fig. 2.2 Percentage of Tweets on different time. (a) Jeddah. (b) Makkah

prayers (5—12). Like the tweets about Jeddah, the number starts decreasing after
Al-Fajr prayer where most people used to sleep at this time.

Moreover, we filtered the collected tweets to show only the tweets messages
that contain street/road names. After that, we drew a chart to represent the top
mentioned street/road. However, we noticed that the number of tweets messages
that contains place name is not very large. The main reasons that could explain that
are (i) the limit in the characters number in Twitter, (ii) people may post a message
to reply to another tweets or participate in a hashtag about specific events, which
don’t required re-mentioning the name of the place, (iii) the tweets that describe
feelings or emotions usually do not contain a specific place name.

As shown in Fig.2.3a, the most mentioned names in the collected tweets about
traffic in Jeddah are Prince Sultan St., Altahliah St., King Abdul Aziz Rd., Palatine
St., and Almadinah Rd. On the other side, Fig. 2.3b illustrates that the top five
mentioned roads/streets names in the tweets about Makkah, which are Makkah-
Jeddah highway, Alhaj street, Almadinah Almunawwarah road, Ajyad street, and
Alsail road. This result is reasonable where millions of Muslims visited Makkah in
Ramadan to perform Umrah and pray in Al-Masjid Al-Haram, which could affect
the traffic to/from the city, in addition to the traffic to/from Al-Haram. Ajyad is one
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of the main streets leading to Alharam. Alhaj street is one of the main streets in
Makkah and connects many districts. The other roads are the main roads connecting
Makkah with Jeddah, Al-Madinah, and Al-Ta’if (Alsail Rd.) cities.

Furthermore, Fig. 2.4 illustrates the top detected events in Jeddah and Makkah.
The events are detected based on the existing of terms in the created dictionaries. In
this work, we exclude the retweets (repost of another user’s posts) except when
detecting the top mentioned events. The number of retweets is an indication of
popularity. Further, it has been implemented to detect events [38]. So, we included
the retweets number when detecting the top events.

As shown in Fig. 2.4a, the top three detected events in Jeddah are accidents,
fires, and inauguration. To validate our event detection mechanism, we searched in
newspapers websites (Okaz, Sabq, etc.) to compare the results. We found that there
was a fire in “Extra Store” (on May 28) near Altahliah St., and another building
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fire (on June 2) leads to 14 injured. In addition, Jeddah Municipality announced
that construction work in Al-Andalus Tunnel was done and the tunnel inaugurated
at the beginning of Ramadan. We also found articles about several car accidents
occurred during Ramadan, one of them was on June 2, where a driver lost control
of his car. Further, our tool detected accident on June 7. However, we discovered
from searching that the accident occurred on June 5, but there were new posts about
it two days later when a nurse honored by the ministry of health for helping injured
people in that accident while she is out of work hours.

Moreover, Fig. 2.4b shows the top detected events in Makkah which are rains and
accident. We found posts on online newspapers about rains in Makkah on May 21.
Additionally, our tool detected several accidents during Ramadan. One of them was
on May18. We found details in newspapers articles where there were 9 deaths and 18
injured in a bus accident. Additionally, we found posts about another car accidents
(on May 24) in the road connects between Makkah and Al-Madinah cities. From the
above discussion, we can notice that the developed tool can automatically detect the
traffic events from twitter posts.
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Table 2.1 Examples of sentiment classification for driver’s feeling and opinions

Tweets English Translation Classification
D] b e ola 3 il Ll 18 (e From this street, the congestion is Negative
unusual
2 g lsh aal b sa da Sall 4Se Ul Rains in Makkah Almukarramah, a | Positive
4o 5 duiall Aaalal) photo of one of the streets in the
holy capital, magnificence.
3 a5 (b1 3k (3 g 3 phe Ji Unbelievable, the tunnel project of | Strong negative
sy 4alibl Cpegy i Cpladi g S Al-Andalus Rd. Palestine street
w‘*-«;ﬂ) G Lae L sl g e 5 e intersection opened two days ago,

and today maintenance, only
one-way opened, which caused a
traffic jam ... Unfortunately ...

4 | @jedgovsa Gk 5l ¢S 5 8 @jedgovsa Alandalus tunnel or Strong positive
Y gl da ey JHes Bany GdaY) bridge or road in Jeddah is excellent
s AN Sl oS o sl and creative, opened a few days or a
month ago.

Table 2.1 shows examples of sentiment classification for driver’s feelings and
opinions. We gave an English translation for non-Arab readers. We provided a
literal translation to avoid giving meaning from our side. The tweets are classified
into one of 4 sentiment classes based on the total score that is calculated after
dividing the text into tokens and identifying the class for each token. For instance,
the combination of the two negative terms “congestion” and “unusual” in tweet#1
leads to classifying the tweet as negative. Furthermore, the word “Rain” is labeled
as negative where it almost causes negative effect on traffic. However, the existence
of the word “magnificence” in tweet#2, which is a strong positive keyword leads to
classifying the tweet as positive.

Furthermore, we draw a chart to illustrate the list of the top mentioned words
related to the causes of congestions. Figure 2.5 indicates that the word “c.a”
(accident) was the most traffic cause mentioned in the collected tweets about traffic
in Makkah and Jeddah. Figure 2.6 shows the word cloud for the top used terms
about roads and traffic which include street “¢J%,” road “G:sb,” accident “c.as,” and
congestion “#=J.”

2.5 Conclusions

In this work, we analyzed Saudi dialect tweets about road traffic conditions. We
collected tweets during Ramadan and focused on two large cities (Jeddah and
Makkah). We developed our method on SAP HANA, which is an in-memory
processing platform to store and analyze the data. The default analysis configuration
in SAP HANA is not efficient for Arabic text analysis. So, we created a new
configuration file. We added new dictionaries for the Arabic and Saudi dialect
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keywords related to sentiment, traffic events, and streets names. These dictionaries
help in improving tokenization, normalization, and entity extraction. The main
contributions of this work are detecting traffic-related events and applying sentiment
analysis based on lexicon approach to classify driver’s feeling and emotions.
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Moreover, we have used SAP Lumira to visualize the results by creating charts.

We drew a chart to represent the top mentioned traffic events in the tweets.
Additionally, we showed the most frequently mentioned terms related to congestion
causes. To validate the proposed event detecting mechanism, we compared the
results with data from local newspapers websites. In the future, we plan to measure
the accuracy of our proposed sentiment classification approach. Additionally, we
will expand our sentiment lexicon and include more words.
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Chapter 3 ®)
Automatic Detection and Validation Qe
of Smart City Events Using HPC

and Apache Spark Platforms

Sugimiyanto Suma, Rashid Mehmood, and Aiiad Albeshri

3.1 Introduction

Smart city developments are driving an unprecedented growth and innovation in
everyday life, urban, rural, and elsewhere. Big data, high performance computing
(HPC), and machine learning technologies are playing a key role in supporting
smart city and society systems and applications. There is a need to sense the
cities and other environments at micro-levels, to make intelligent decisions, and
to take appropriate actions, all within stringent time bounds. Social media have
revolutionized our societies and are gradually becoming a key pulse of smart
societies by sensing the information about the people and their spatio-temporal
experiences around the living spaces. All these developments together are driving
the growth of data generation, i.e., the big data dimension. The management of
various devices, sensors, and other entities, as well as the data generated by these
entities, is an essential requirement. HPC and machine learning, together with big
data are enabling the data management and the development of smart infrastructure
to support smart cities and societies.

One of the key functions in smart cities and societies is the automatic detection of
interesting events. Detecting an event is important in finding out what is happening
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in the city for decision-making or future planning purposes. Compared with sensor-
based event detection, analyzing social media data such as twitter is a cost-effective
way to detect events. Sensor-based detection analyzes traffic data collected from
the installed sensors and cameras in certain places. It is costly and requires long-
term planning due to the hardware procurement and network installation, among
other things. In addition, the number of installed measurement instruments limits
the detection coverage. Social media event detection has wider coverage, and is
more efficient in terms of resources. However, they both have their pros and cons
and could complement each other in terms of the convenience of event detection
and information coverage.

In this paper, we continue our work on using twitter for the detection of spatio-
temporal events in London. Specifically, we use big data, HPC, and Al platforms
including Spark [1], and Tableau [2], to study twitter data about London. This
paper extends our earlier work presented in [3, 4]. In [3], we had introduced our
preliminary work on the use of social media for the detection of spatio-temporal
events related to logistics and planning. In [4], we had improved on our data
analytics architecture by implementing machine learning for contextual analysis
awareness using Apache Spark MLIib. We use technologies that integrate big data
and high performance computing (HPC) to improve performance of the event
detection system. Big data and HPC convergence is an emerging area of research,
see e.g., [5]. We use Apache Spark for parallel data processing, which is installed
on top of the Aziz supercomputer [6]. We utilize the parallel file system FEFS
system [7] for high-speed data distribution between the distributed Spark nodes.
Moreover, we use the Google Maps Geocoding API [8] to locate the tweeters and
make additional analysis.

We find and locate congestion around the London city. We also empirically
demonstrate that events can be detected automatically by analyzing data. We detect
the occurrence of multiple events including “Underbelly festival” [9] and “The
Luna Cinema” [10]. Underbelly festival was located at south bank, while The Luna
Cinema was located in multiple places including around Greenwich Park, Crystal
Palace Park, and National Trust-Morden Hall Park. As well as, we detect the London
Notting Hill Carnival 2017 event [11, 12]. This is located around Notting Hill as
it was the location of Notting Hill carnival, the Europe’s biggest street festival
which was organized by London Notting Hill carnival enterprises trust. We detect
those event’s locations and times, without any prior knowledge of the event. The
results presented in the paper have been obtained by analyzing over three million
tweets. This paper makes the following specific enhancements over our earlier work
[3, 4].

* Provides a comparison of three machine learning methods, support vector
machine, logistic regression, and Naive Bayes for event detection purposes using
various performance metrics.

* Introduces an enhanced methodology to automatically validate the factuality of
the detected events, i.e., to confirm that the events which were detected by our
system did actually happen at the detected time and place.
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» Provides an extended literature review.

» Elaborates on the methodology and architecture of the event detection and
validation system and provides algorithms for the main components of the
proposed system.

While researchers have studied social media based event detection in the recent
past, the use of Apache Spark for social media based event detection has not been
found in the literature. The specific data, its analysis, and event detection and
validation proposed in our work also make our contributions novel.

The rest of the paper is organized as follows. Section 3.2 reviews the relevant
literature. Section 3.3 introduces the design and methodology for the proposed event
detection system. Section 3.4 provides a discussion on the results and analysis.
Section 3.5 concludes the paper and gives future research directions.

3.2 Literature Review

Smart cities “provide the state of the art approaches for urbanization, having
evolved from the developments carried out under the umbrella of knowledge-based
economy, and subsequently under the notion of digital economy and intelligent
economy” [13]. Smart society is an extension of the smart cities concept, “a
digitally enabled, knowledge-based society, aware of and working towards social,
environmental, and economic sustainability” [ 13]. Many new smart city applications
are being developed, see e.g., knowledge learning and management [13], green
computing [14], future applications [15], healthcare and life sciences [16—19], smart
farming [20], disaster management [21], autonomous driving [22], and IoT-based
smart applications [23].

Big Data refers to the “emerging technologies that are designed to extract value
from data having four Vs characteristics; volume, variety, velocity, and veracity”
[24]. Big data technologies are being used in many application areas, see e.g.,
[25-27].

Detecting events is an important area of research in many fields, such as
in distributed systems [28] and eLearning [29]. Mobility and transportation (an
important area of focus for event detection in this paper) is a key dimension of
smart city designs and operations [30]. Many approaches have been proposed to
address transportation challenges and develop smart transportation infrastructures,
see e.g., autonomic transport systems [31-33], vehicular networks (VANETSs) and
systems [34-37], emergency management system [38—40], simulations [41, 42],
urban logistics [25, 43, 44], big data [25-27], location-based services [45], and
social media based approaches [3, 4].

Research for smart cities using big data analytics is becoming increasingly
important. Rahman et al. proposed a forecasting system to predict the amount
of power required by cities at a rate close to the electricity consumption in the
United States [46]. Khan et al. developed a prototype analytics as a cloud service,
for managing and analyzing big data in smart cities [47]. Herrera-Quintero et al.
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combined big data and IoT to support transportation planning system for Bus Rapid
Transit (BRT) systems [48]. Kolchyna et al. predicted spikes in sales by detecting
twitter events of 150 million tweets [49]. In order to enable smarter cities with
enhanced mobility information, Arfat et al. [S0] proposed an architecture for smart
city as a mobile computing system with big data technologies, fogs, and clouds.

Researchers have addressed data management and analysis in the past. Garcia
et al. [51] reviewed data preprocessing methods, the definitions, categorization,
and characteristics. They also discussed research challenges on developments on
different big data frameworks such as Hadoop, Spark, and Flink. Fang & Zhan
[52] proposed a general process for sentiment polarity categorization which aims to
classify positive or negative users sentiment. Event detection cases were conducted
using various methods. Hu et al. [53] proposed event detection techniques for social
networks (interaction call and mail) according to link prediction. Ma et al. [54]
proposed multimedia event detection approach which exploits the external concepts-
based videos and event-based videos simultaneously. Rao et al. [55] developed a
probabilistic detection of crowd events with various categories (running, walking,
splitting, merging, and evacuation) by analyzing video data.

For spatio-temporal event detection purposes, exploiting social media data could
complement traditional method using installed sensors and cameras. There have
been a number of works analyzing social media data for detecting event. Doulamis
et al. [56] proposed an approach for event detection in Twitter dataset using
fuzzy technique. Events are detected through a multi-assignment graph partitioning
algorithm and were performed on python system. Gu et al. [57] developed a real-
time detector of traffic incident with five categories, including occurring events.
It applies semi-Naive Bayes classification. Nguyen and Jung [58] proposed an
approach for early event identification, by combining content-based features from
the social text data and the propagation of news between viewers. Unankard et al.
[59] identified strong correlations between user location and event location to detect
emerging hotspot events.

Wang [60] combined visual sensors (cameras) with social sensors (twitter
feeds) to detect events. Image processing is applied to detect abnormal patterns
indicating occurring events. Kaleel and Abhari [61] proposed an algorithm to detect
interesting events by matching its keywords on cluster labels of tweet (clustering).
Subsequently, trend is based on time, geo-locations, and cluster size. Tonon et al.
[62] focused on detecting events related to natural disasters and terrorist activity
using Twitter data. Pandhare et al. [63] have classified tweets to distinguish whether
or not the tweets are related to traffic.

There are several other event detection works related to road traffic [64—66];
however, none of them use big data technologies and they use different analysis
technique. While researchers have studied social media based event detection in the
recent past, the use of Apache Spark for social media based event detection has not
been properly investigated in the literature. The specific big data, focus detection, its
analysis, and the event detection method and workflow presented in this paper also
make the contributions of this paper unique. Note that this paper considers tweets in
English language only. Another similar strand of our work considers event detection
using tweets in Arabic language [67].
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3.3 Methodology and Design

We developed a system architecture to detect spatio-temporal events as shown in
Fig. 3.1. First, we crawl the status message (twitter) according to a predefined
keyword set and a set of social media user accounts, which is relevant to traffic.
Thereafter, we store the crawled data into a data pool. Secondly, we preprocess the
acquired raw data before going to classification learning, where-upon social media
data has lots of noises. It is not standardized, and there are plenty of unnecessary
characters and words. Third, detecting events are using supervised learning for
targeted event (traffic or non-traffic) and word frequency analysis for general events.
Fourth, the detected general events are validated by retrieving information from
the internet. Fifth, both detected events targeted and general are extended to get
more location information. Finally, the events related tweets with spatio-temporal
information are visualized by using a map visualization.

We use Apache Spark platform [1] to do heavy computation with huge data.
Since spark is an in-memory computation platform, spark has better speedup to
process big data in parallel, compared with other parallel data processing such as
Hadoop map reduce. We use spark for data processing and classifier stages. For data
pool, where all machine processors take the acquired data for further processing,
we utilize the power of Fujitsu Exabyte File System (FEFS). It is a parallel file
storage system technology. FEFS is a software for HPC cluster systems, developed
by Fujitsu Ltd. It enables high-speed parallel distributed processing of huge amounts
of transactions [7]. As well as, it has superior features such as actual operational
convenience, system scalability, and high reliability for zero operational downtime
during a long computation. Thus, it contributes to significant improvements in
system performance. Those FEFS and spark technologies are installed on top of
HPC cluster.

itableaw

.-&—TW;TTER e Data pool (FEFS) -.I|| lll: a
$FSTREAMING API R

technology
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Fig. 3.1 Spatio-temporal events detection: the workflow
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3.3.1 Data Acquisition

We use social media data source (twitter) related to traffic. It is done by defining a set
of keywords and a set of twitter user accounts which tend to post messages relevant
to traffic such as government and media user accounts. Data crawling is performed
by invoking Twitter streaming API through a java-based crawler application. The
acquired data subsequently be stored in a data pool as raw data in FEFS system,
which has been described in Sect. 3.3. Any further data processing will pull raw
data from this pool.

Dataset Structure

The acquired data is in raw JavaScript object notation (JSON) as a Twitter data
format. It is stored in a file system as JSON file extension. In raw format, each status
message contains a bunch of attributes. For our experiment purposes, we use several
selected required attributes for spatio-temporal event detection. The structure of raw
and extended status message is shown in Tables 3.1 and 3.2, respectively.

The illustration of selected fields of raw twitter JSON data is shown in Fig. 3.2.
It is delimited by ““|”” character for each attribute.

After the data processing, classification, and geo-extender function are applied,
it extends additional attributes for spatio-temporal purposes, in order to easily plot
status message’s location on map visualization, as shown in Table 3.2.

Each attribute is defined as follows:

— Created_at: the time when the status message is posted by user (timestamp).
— Latitude, Longitude: geolocation of status message.
— Text: the message content posted by user.

Table 3.1 Raw status Attribute Length | Data type

message data structure "
Created_at | 30 Time stamp
Latitude Double
Longitude Double
Text 140 String

Table 3.2 Extended status

Attribute Length | Data type
message data structure

Created_at 30 Time stamp
Latitude Double
Longitude Double
Text 140 String
Postal_code 8 String

Type 100 String
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Wed Aug 21 16:54:04 +0000 2017 | 51.5131392
Ne 2 08:31:09 +0000 2017 | 51.4943053 | -0.1023826 | Traffic at this time, that's [ n for you..
We 3 09:01:54 +0000 2017 | null | null | stuck in London beose it outage i called u following,
Ne 10:15:18 +0000 2017 r hamlets london..
fed Aug 23 10:29:07 +0000 2017 slow moving traffic..
We 1 15:22:41 +( 017 | null | null | on way he
/e 5 10:29-27 +0000 2017 | 51.5088869 | -0.1140182 | Actually hate london traffic it's taken 30 mins to go..

12:45:32 +0000 2017 | 51.46297071 | -0.5004316 | m25 delays nea ckwise caused...

Wed Aug 28 05:09:11 +0000 2017 | null | null | fun fact london underground'’s logo was ir yy what is on

Wed Aug 28 17:00:51 +0000 2017 | null | null | did you know the london chatham and dover railway opened...
Fig. 3.2 Illustration of raw twitter JSON data

2017-08-21-16 | 51.5131392 1g a lovely day sitting in grid lock wraffic... | WIB | route

2017-08-22-08 | 51.4943053 this time, that's London for you... | SE11 | route

2017-08-23-10 | 51.38¢ h. a26 London road slow moving traffic... | BR2 | route

2017-08-2

2017-08-26-12 | 51.4629707

Fig. 3.3 Illustration of processed data after applying data processing, classification, and geo-
extender function

— Postal_code: the postal/zip code of status message, e.g., “SE6.”
— Type: the location type of detected road name from text attribute, e.g., “route,”
“point_of_interest.”

The illustration of data after applying data processing, classification, and geo-
extender function is shown in Fig. 3.3. It is delimited by “|” character for each
attribute.

3.3.2 Data Preprocessing

Data preprocessing is the first action against the acquired data in the data pool.
Since it has a significant impact on accuracy and quality of learning the data by
machine, it is an essential stage in big data analytics workflow [3]. In fact, social
media status text contains lots of noise. It has plenty of unnecessary characters
and words such as URL, user mention, illegal character, e.g., ‘&,” punctuation, and
stop word. Therefore, the raw data should be preprocessed to clean those up from
outliers and make it standard. We utilize spark SQL and regular expression function
to preprocess the data, by referring to our defined stop word dictionary, which is
adopted from stop word list website [68—70]. Data preprocessing also includes data
extraction and parsing such as “created_at” field as the date time posting to get the
formatted date time, and “coordinates” field as location precision of status message
to get the spatio-temporal information. As well as, tokenization technique is used to
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Algorithm: Data Transformation and Cleansing

Input : fwt; + raw tweet dataset
Qutput: cleaned and parsed data of
twt; < created_at, text, latitude, longitude >

1 tw 4 tuple < twi;.created_af, twt; text, twt;.coordinates[p, A] >;
2 idr + 0;
3 foreach i « tw.iterate() do
4 i i(1).replace AL\, replace All("&la — 2)+;","");
5 i + 1(1).replace A" https? : [/ . % {3}",7").replace All(" hitps? :
J/.# [\s\n\x]","");
6 i — i(1).replace Al("Qla — zA — Z0— 9]+ 7,77 );
7 i+ i(1).replace AII(" =7, Voreplace AL
T Vreplace AT #7,77 Voreplace A", 7 )oreplace AU 7,77 ) oreplace AL, 77 )replace AU,
" Lreplace ALl
" replace ALY 7 ) replace AT @, "7 ) replace AU(”, 7,77 )oreplace AL ;7,77 )

<

8 twigr + 1)

9 idr + idx + 1;

10 end

11 idr + 0;

12 foreach i + tw.iterate() do
13 if i(2) # null then

14 tw + tuple < i(0), i(1), ¢(2)[0], i(2)[1] >;
15 else

16 continue( ):

17 end

18 end

19 wdr « O
20 foreach i «+ tw.iterate() do

21 if i(0) # null then
22 inDateForm « pattern("EEE MMM dd HH : mm :
ss Zyyyy” )

23 out Date Form + pattern("yyyy — MM — dd — HH");
4 SJormated « out Date Form.parse(inDate Form);

25 tw + tuple < formated, i(1), i(2), i(3) >;

26 twigy + i}

a7 tdr + idr + 1;

28 else

20 continue( ):

30 end

31 end

a2 tw.saveAsFile("path™)

Fig. 3.4 Data cleansing and transformation algorithm

transform a set of words or sentences from the tweet into unit pieces called token
using predefined separator including whitespace and punctuations. Furthermore, the
preprocessed data is used to feed supervised machine learning for classification.
Note that we ignore retweet (repost of another user’s post) status message, because,
it contains the same information. Thus, it leads to efficient processing. The result of
data processing is stored back in data pool as cleaned data. Figure 3.4 gives the data
cleansing and parsing algorithm. Figure 3.5 shows the algorithm for tokenization
and stop word removal.
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Algorithm: Tokenization and Stop Words Removal

Input : fwi; + cleaned dataset
twt; < created_at, text, latitude, longitude >,
stop(G <+ global stop word dictionary,
stopT <+ context stop word dictionary
Output: tokenized and cleaned data of twt; from stop words
1 stopWords < stopG;.union(stopT;);
2 stopWords < stopWords.toLowerCase();
3 idr + 0;
4 token[] « {};
5 foreach i « twt;.iterate() do
6 | token.append(i(1).split By("\W+"));
7 end
8 idr + 0;
o remStopW|] + {};
10 foreach i « token.iterate() do

11 if i.not Exist(stopWords) then
12 remStopWig, +— 1

13 idr < idr + 1;

14 else

15 continue():

16 end

17 end

18 remStopW.saveAsFile(" path™)

Fig. 3.5 Algorithm for tokenization and stop word removal

3.3.3 Event Detections

We implemented two types of event detections, they are targeted event and general
event. The targeted events are events which are important and become focus of
detection, such as traffic in our case. Whereas, general event is any event which
occurs at any place and is being discussed in social media corpus. We use supervised
learning to detect targeted event, and word frequency analysis to detect general
events. Furthermore, the result of general event detections is verified by retrieving
information from the Internet, which will be discussed in section Word Frequency
Analysis and Validation.

Supervised Learning
This supervised learning is used to detect targeted events. In our case, it is traffic

event detection which classifies tweet corpus into either traffic-related or non-traffic-
related. We built a supervised model to predict the class.
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Feature Extraction

Twitter is a text type data which contains sentences. Therefore, we utilize text-
feature extraction (also known as bag-of-words representation) to extract features
from the corpus. The bag-of-words approach treats a piece of text content as a set
of words, and possibly numbers in the text. The process of text-feature extraction
in this thesis is tokenization, stop words removal, and vectorization in a row.
Tokenization and stop words removal have been discussed in Sect. 3.3.2. While
vectorization is the last stage in text-feature extractions, it turns the processed terms
into a vector representation. We use term frequency-inverse document frequency
(TF-IDF) method for feature extraction. TF-IDF is a widely used method in text
mining, which can be used for feature extraction, and perform good result for
learning.

We use the hashing technique (HashingTF), which is available in Spark through
MLIib. It works by mapping a raw word into an index (term) by applying a hash
function. The term frequencies are calculated using the mapped indices. Denote a
term by ¢, a document by d, and the corpus by D. Term frequency, TF(t,d) is the
number of times that term ¢ appears in the document d, while document frequency
DF(t,D) is the number of documents that contain the term ¢. If we only use term
frequency to measure the importance, it will lead to over-emphasize terms which
appear very often but carry little information about the document, e.g., “the,” “or,”
and “a.” If a term appears very often in the corpus, it means it does not carry special
information about a particular document [71]. Inverse document frequency (IDF) is
a numerical measure of how much information a term provides. IDF is calculated by
using IDF(t,D) = log|D|/DF(t,D), where |D| denotes the total number of documents
in the corpus. Since logarithm is used, IDF will return O if a term appears in all
documents. Thus, the TF-IDF measure is calculated by multiplying TF(t,d) and
IDF(t,D), that is TFIDF(t,d,D) = TF(t,d).IDF(t,D).

Classification

The goal of classification is to predict the categorical labels of a given new input
according to the learning phase in the past. We utilize classification algorithms
to detect specific targeted event such as traffic event detection. We applied a sort
of binary classification, which categorizes the tweets into two classes, traffic-
related or non-traffic-related. In order to get the best model which fits with traffic
event detection purposes, we compared the performance of three classification
models (logistic regression, Support Vector Machine, and Naive Bayes) as shown in
Table 3.3. The comparison is according to the model evaluation method including
evaluation metrics (prediction accuracy, area under precision and recall, and area
under ROC). The detail of model evaluation methods and result is explained in
section Accuracy Evaluation. Furthermore, the model with best performance will
be used for classifying the real-world twitter data related to London. Figure 3.6
gives the classification algorithm.
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Table 3.3 Performance comparison of three classification models

Model Prediction accuracy Area under PR Area under ROC
SVM 73.395 81.461 74.204
LR 78.734 84.706 78.825
NB 70.721 77.349 71.955

Algorithm: Classification

Input : fwi; + preprocessed new data,
trn < training data

Output: tweets related to traffic
tr + trn.label = 1;
ntr < trn.dabel = 0;
JeatTraf f + extracting features of tr;
featNitraf [ + extracting features of nir;
T raf f « labeling featlTraff = 1;
IbNtraff < labeling fealNtraf = 0;
trn < WTraf famion(IbNtraf f);
trn.cache();
mod < Classification Algorithm >.train(trn);
idr < 0;
foreach i « twt;.iterate() do

predicted < mod.predict(i);

traf fic;q, < predicted.get(1);

idx + idr + 1;

=T R -~ T~ B SR S

e el e~
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end
traf fic.saveAsEile(” path™)

-
=]

=
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Fig. 3.6 The Classification Algorithm

We use MLIib in Apache Spark to build and train a model using parallel
computing. First, we trained the model with more than 1000 training data with
its labels for learning purposes. Label 1 denotes traffic-related, and label O for
non-traffic-related. Secondly, we built and trained three models with default input
parameters. The model learns from the training data, and finds the pattern from
labels of each tweet text in the training data. Thirdly, we evaluate the model’s
accuracy by utilizing cross-validation approach with evaluation metrics using testing
data. Fourthly, using the best selected model, we predict the labels of new tweets
and categorize them into two categories (0 and 1) iteratively. Finally, we filter out
the tweets which are not related to traffic for further processing. Furthermore, we
summarize the data for analysis purposes and to get the insight by applying several
data summaries such as counting number of tweets with hourly basis, and plotting
for displaying location dissemination of traffic events.
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Accuracy Evaluation

We need to know how well our model performs, especially when dealing with
unseen data. First, we use cross-validation approach to divide the dataset into
training and testing data. Finally, we evaluate the prediction results of testing data
by utilizing evaluation metrics. We compared the performance of three classification
models (logistic regression, support vector machine, Naive Bayes). Furthermore, we
select the best model to predict the real-world twitter data. We use train—test split
with ratio 80/20 for training set and testing set. It is a good starting point for splitting
technique according to the literature.

Cross-Validation

We use a train—test split, which is one of the cross-validation evaluation approaches.
It is straightforward, yet effective for validation purposes. We divide our dataset into
two non-overlapping parts (training set and testing set). Training set is used to train
our model, whereas testing set or hold-out set is used to evaluate the performance of
our models when dealing with unseen data using evaluation measurement. We use
various training/testing split ratios of the dataset in our experiment. These splitting
ratios include 50/50, 60/40, 70/30, and 80/20 ratios.

Evaluation Metrics

The performance of models when predicting the class/label of testing set (unseen
data) is measured by utilizing evaluation metrics, which is commonly used in binary
classification. The evaluation metrics include prediction accuracy, the area under
the precision-recall curve, and the area under ROC curve (AUC). It is according
to cross-validation using train-test split which was discussed in section Cross-
validation.

Word Frequency Analysis and Validation

We built a workflow as shown in Fig. 3.7. in order to detect general event detections,
as well as the validation of detected events. The used technique is word frequency
analysis. The workflow begins by pulling the cleaned and tokenized data, generating
the most frequent words among the whole tweets yields in a list of event candidates,
checking the validity of each event candidate by scrapping a London government’s
website (london.gov.uk), and finally resulting in a list of occurred events with its
detail, time, and location. The London government website/source is used for proof
of concept purposes. Future work will look into building up a list of resources and
methods for validation. Figure 3.8 gives the master algorithm for the validation of
the detected events.
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The data preprocessing process includes data cleansing (meaningless object
removal, stop word removal) and tokenization. The most frequent words (fw) are
generated by counting each word occurrence (wo) in the tweets collection, then,
sorting them by wo in descending, and picking ten terms in the first list. The first ten
terms are chosen according to the defined threshold 7, which represents the number
of wo. If the wo is greater or equal to n, then it is listed in the first ten terms. The
size of n is adjusted until the size of fw is equal to ten. The list of chosen terms in
fw is considered as a list of event candidates (ev).

Furthermore, in order to validate ey, we created two functions, googleSearch (gs)
and webExtractor (wx). The algorithms for these functions are given in Figs. 3.9 and
3.10, respectively. We pass a parameter with pattern “<fw> London <current_year>"
to gs, and gs will invoke google search API to find the pattern as a keyword.
Thereafter, gs returns a list of URLs related to the pattern, if the list contains
london.gov.uk, it means the event exists and has been detected. Finally, function
wx extracts the events information including event name, time, location, ticketing,
and description from london.gov.uk. Therefore, we only detect major events in
London which are listed in london.gov.uk. The functions gs and wx are python-
based program, which is bundled as one function searchScrape (ss), and requires
four input parameters, which are file path of list of fw, the trusted link to get event
information, minimum size of fw, and threshold number of n. The output of ss
function is a list of detected events and its information such as event name, time
(start-end date), event location, tickets, and event description.
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Algorithm: Validation of Detected Events

@ ok W k=

L= B -]

10
11
12
13

14
15
16
1T
18
19

Input : fw; « list of most frequent words,
trustLink + trusted link for the ground truth,
minTerm < number of desired event candidates,
thr < threshold to satisfy minTerm

Output: evy, <a list of detected events with its detail

ev. = event candidates;

foreach term « fw;.iterate() do

tm < term.split(0);

n 4 term.split(1);

if n >= thr then

| ev..append(tm)

else

| continue();

end

end
// check that # event candidates meets the request;
if ev..length() < minTerm then
print "please reduce the threshold to get minTerm of event
candidates™;
sys.exit()
else
| continue();
end
// search and scrape;
eventInfo; + a list of events with details;

20 foreach t « ev..iterate() do

21 patt < 7t london currentY ear()”;

22 gooResult; + googleSearch(patt):

23 foreach link < gooResult;.iterate() do
24 | if trustLink in link then

25 info + webExtractor(link);

26 if linfo.isEmpty() then

27 eventInfo; < .append(info);
28 eventinfo; +"====="

29 else

30 | continue();

31 end

32 else

33 | continue():

34 | end

35 end

36 end

37 eventInfo;.saveAsFile():

Fig. 3.8 Validation of the Detected Events: The Master Algorithm
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Algorithm: googleSearch

Input :inPatt « an input pattern as keyword search
Output: url; < a list of URLs related to the keyword
resp +request.get(url.encode( utf-8"));
objWeb «+ resp.parseHTML():
url; + [ |;
foreach obj «— objWeb. findAIUURLs() do
found +—
regex.search(” (http|ftp | https ):/ /([ \w_—]+(T:(7 [ \w_—]+)+))([\w ., @7 =%&e: /" +#—]*]
\w@? =%8& /" +#—])7&sa”);
6 if found.exist(}) == true then
| url;.append(found.group(0).replace(’&sa’,"))

I SO S

8 else

9 | continue();
10 end
11 end

12 return wurl;

Fig. 3.9 Google Search Algorithm

Algorithm: webExtractor
Input :inURL + a URL site
Output: eventinfo < detail information about detected events
1 resp <request.get(inl RL.encode(utf-8"));
2 objWeb + resp.parseHTML();
a cont + objWeb.find('div’, attrs="class”
‘node-event—full-body-wrapper’);
4 ev + cont.find('h1").text;
5 startDate « cont = content.find(’time’, attrs="class’:
‘start-date-time’);
endDat + cont.find('time’, attrs=’class’: 'end-date-time’);
address + cont.find('span’, attrs=’class’: "address-container’):
tickets « cont.find(’span’, attrs=’class’: 'tickets’);
desc + cont.find('div’, attrs=’class’: "field
field-name-field-event-stub-info field-type-text-long
field-label-hidden’);
10 eventin fo.append(ev, startDate, endDate, address, tickets, desc);
11 return eventinfo

=T T B =]

Fig. 3.10 The Web Extractor Algorithm

3.3.4 Geo-Extender

In order to find the geographical distribution of traffic status using tweets in the
form of a geographical map, we need to get geographic location of traffic-related
status messages in the form of Cartesian coordinates (latitude, longitude). This
will help in analyzing the tweets and extracting useful information. This process
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is done by invoking Google Maps Geocoding APIL. It is a web service provided by
Google Inc. which provides geocoding and reverse geocoding of given addresses
[8]. Geocoding is a process of converting given addresses (i.e., a street address)
into geographic coordinates (latitude, longitude), which can be used to pinpoint a
location of given input on a map, or position on the map. The reverse geocoding
facilitates the opposite. It converts given geographic coordinates into a human-
readable address. Reverse geocoding will provide the detail of location information
of the given point, which is easy to read and understand by humans, such as the
postal code, road name, city, street number, and district.

We take the tweet data and the geo location information including the postal code
as a data source of Tableau. Moreover, we generate several visualization summaries
such as a graph, word cloud, and map. With a graph, we can see the number of tweets
with the time-frequency distribution in order to see the anomaly which indicates
higher traffic than the usual. With word cloud, we can see the most mentioned words
which imply the top hot topics. With a map, we can depict the dissemination of
traffic condition on a particular area. We plot the location spreading and its intensity
of tweets related to the road traffic in London.

3.3.5 Analysis and Visualization

There are many ways to plot geolocation data into a map visualization for analysis
purposes. One of them is by using Tableau software. Tableau is a business
intelligence software which helps people to see and have a better understanding of
their data [2]. It enables users to explore their data with limitless visual analytics. As
well as, it eases user to perform ad-hoc analysis with just a few clicks. We take the
processed and geolocated data as a data source of Tableau; then we generate several
visualization summaries such as a graph, word cloud, and map. With a graph, we
can see the number of tweets with the time-frequency distribution in order to see the
anomaly which indicates, for instance, higher traffic than usual. With word cloud,
we can see the most mentioned words which imply the hot topic. With a map, we
can depict the dissemination of traffic conditions on a particular area.

3.4 Result and Discussion

For experiment purposes, we gathered twitter data between 21st August and 13th
September 2017, represented as hourly data in the range (0, 576). In total, it consists
of three million records of tweet related to our defined keyword. However, after
classification process which aims to filter out non-related traffic tweet, the number
of tweets was reduced to a smaller number. This reduction in the tweet count is
expected, as these status messages are not genuinely related to traffic. Even though
it contains a traffic-related word, it does not mean a road traffic problem. Figure 3.11



3 Automatic Detection and Validation of Smart City Events Using HPC. . . 71
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Fig. 3.11 Hourly number of tweets related to traffic in London

shows that the time-frequency distribution of the number of tweets is varied hourly.
The peak hours are around 375th and 500th hours. By looking at this, we get an
indication that there might be an ongoing event occurring at that time which affected
the traffic condition in London.

The location-intensity distribution of the number of tweets related to traffic in
London is shown in Fig. 3.12. Red color level varies the number of distribution. The
higher the intensity of red, the more traffic an area has. The figure shows that the
areas around downtown had more traffic. We assume that an increase in the number
of traffic-related tweets indicates higher intensity of road traffic. Grey color denotes
the areas where we could not get geotagged tweets since not all acquired tweets are
geotagged. There are three main areas with high-intensity traffic (the red color) on
the map. These are in South Bank (shown as 1), around Greenwich park (shown
as 2), around Crystal Palace Park and National Trust-Morden Hall Park (shown
as 3), in Fig. 3.12. The postal codes are SE1, SE10, SE19, and SM4, respectively.

According to the London events calendar [72], in south bank, there has been
an event held, called “underbelly festival.” It has started from 28th April to 30th
September 2017. It was a festival event held by Underbelly, which showcases
cabaret, comedy, live circus, and family entertainment [9]. In another hand, around
Greenwich Park, Crystal Palace Park, and National Trust-Morden Hall Park, there
have been another events, called “The Luna Cinema” [10] running from June to
October 2017. It is an outdoor cinema for citizens or tourist to spend their warm
summer evening watching a new film release or age-old classics.

Moreover, to detect the occurred events automatically, we built a workflow as
described in section Word Frequency Analysis and Validation. By using the ss
function, we retrieved a list of detected events and their information such as event
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Fig. 3.12 Tweet intensity related to traffic in London
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Fig. 3.13 Details of a detected event

name, time (start-date and end-date), event location, tickets, and event description.
This is shown in Fig. 3.13. for the Notting Hill Carnival event.

In conclusion, we detected an event by a term “carnival,” which is among the
most frequent words. The event name is called “Notting Hill Carnival 2017.” The
location spreading of tweets related to the carnival are shown in Fig. 3.14. Most of
the tweets come from one area, as shown by the red color intensity in the figure.
By inspecting this circumstance, we can infer that there was an event related to the
carnival on that area. This red color area lies around Notting Hill London, and was
the location of Notting Hill carnival [12], the Europe’s biggest street festival which
is organized by London Notting Hill carnival enterprises trust.

The daily frequency distribution of the number of tweets about the carnival is
shown in Fig. 3.15. We can see that the peak is on the 28th August, while it is
increasing gradually from 26th August and decreasing by the 30th August. By
observing this phenomenon, we can conclude that around those dates, there was
an event related to a carnival. The carnival event was held on 26th-28th August
2017 in London [12].

This information about the event was detected automatically without any prior
knowledge of the event, its location and time.
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3.5 Conclusion

Social media have revolutionized our societies and are gradually becoming a key
pulse of smart societies by sensing the information about the people and their spatio-
temporal experiences around the living spaces. Analyzing social media data such
as twitter has become a cost-effective way to detect events, by utilizing big data
technologies such as spark, FEFS, and tableau. In this paper, we use Twitter for the
detection of spatio-temporal events in London. Specifically, we use big data and Al
platforms including Spark, and Tableau, to study twitter data about London.

We have empirically demonstrated that events can be detected automatically
by analyzing Twitter data. We detect the occurrence of multiple events including
“Underbelly festival” and “The Luna Cinema.” The Underbelly festival was located
at South Bank, while The Luna Cinema was located in multiple places including
around Greenwich Park, Crystal Palace Park, and National Trust-Morden Hall
Park. We have also detected the London Notting Hill Carnival 2017 event, the
Europe’s biggest street festival which was organized by London Notting Hill
carnival enterprises trust. This was located around Notting Hill [12]. We have
detected the locations and times of these events automatically, without any prior
knowledge of the events. The results presented in the paper have been obtained
by analyzing over three million tweets. The textual analysis of the tweets was
used to ensure that the tweets are truly related to the road traffic. We have also
used the integration of big data technologies with HPC to enhance scalability and
computational intelligence.

This paper has made the following specific enhancements over our earlier work
[3, 4]. It has provided a comparison of three machine learning methods, support
vector machine, logistic regression, and Naive Bayes for event detection purposes
using various performance metrics. It has introduced an enhanced methodology
to automatically validate the factuality of the detected events. The validation
methodology is used to confirm that the events, which were detected by our system,
did actually happen at the detected time and place. This paper elaborates on the
methodology and architecture of the event detection and validation system and
provides algorithms for the main components of the proposed system. Moreover,
an extended literature review has been added to this paper.

We have improved the data management and processing methodology compared
to the earlier versions. However, it still needs improvements to have better detection
accuracy, wider spatio-temporal detection, and better quality of analysis. For
better detection accuracy, we plan to continue to enhance our automatic validation
methodology and compare the result with actual information by associating it with
events reporting such as news or media websites. For wider spatio-temporal event
detection, we would consider additional social media data such as Facebook. For
better quality of analysis, we hope to utilize better Al techniques.
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Chapter 4 )
In-Memory Deep Learning Computations i
on GPUs for Prediction of Road Traffic
Incidents Using Big Data Fusion

Muhammad Aqib, Rashid Mehmood, Ahmed Alzahrani, and Iyad Katib

4.1 Introduction

Road transportation is the backbone of modern economies. Unfortunately, every
year 1.25 million people die due to road traffic crashes around the globe, equaling a
shocking 3400 deaths/day, or 2 deaths/min [1]. Another 20-50 million people suffer
injuries annually due to road traffic collisions and many of these incur disability as
a consequence of their injuries [1]. These incidents cause great socio-economic and
environmental damages globally [2]. Road traffic collisions are the leading cause
of deaths of young people aged 15-29 years. Half of the road traffic deaths are
of people aged 1544 years. Certainly, the human loss is the major element here
which negatively affects individuals and families, their mental states, motivations,
energies, and well-being. Children in broken families are susceptible to becoming
criminals or subjects of crimes. The death of family members is likely to affect
financial circumstances of the families, depriving children good education and
upbringing. These deaths also make our nations lose skills and increase the burden
on the social security system.

Road collisions are also a major cause of sudden and unexpected congestion on
the road networks. INRIX Research has conducted the biggest study on congestion
costs based on the data acquired by 300 million vehicles and devices from 1360
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cities in 38 countries during 2017 [3]. The study revealed that Los Angeles was the
worst congested city globally where drivers spent 102 peak hours in congestion,
equaling an average of 12% of their total drive time, and the congestion in the city
costing $19.2 billion to the drivers and the US economy. The cost of congestion
in New York was the highest at $33.7 billion for any single city in the world. The
total congestion cost across the US, UK, and Germany was about $461 billion. The
cost of congestion to the US economy, alone, exceeded $305 billion. According
to a Texas Transportation report [4], 2.9 billion gallons of fuel was wasted in the
USA alone during 2012 due to traffic congestion. Traffic congestion also causes air
pollution that damages public health and the planet environment [5].

Traffic congestion could be recurrent or nonrecurrent [6]. It could be caused
by a demand exceeding the road capacity (e.g., during peak hours) or it is due to
different types of incidents or events on the roads such as roadworks. Accidents and
crashes are considered a key source of nonrecurrent congestion in up to 60% of the
congestion cases on the road networks [7] and these types of congestion are difficult
to manage due to their abrupt nature.

Reducing the number of road collisions and better managing their aftermath are
of paramount importance to avoid or minimize deaths, injuries, congestion, and
other socio-economic losses and environmental damages. One approach to avoid
and minimize losses is to automatically predict road traffic incidents and crashes
either before they happen or as soon as possible afterward. Traffic management
authorities use the so-called incident management systems to manage the situations
during and after the incidents. Traffic incident management (TIM) is one such
planning process that defines a clearance time between the occurrence of the
incident and the removal of all the vehicles, etc., from the incident scene [8].

Many researchers have attempted to address the road incident prediction and
management problem. Simulations and modeling have been widely used in the
past for event detection on the roads or to foresee the impact of certain events,
see, e.g., [9—13]. Several works have emerged in the recent years that use artificial
intelligence (AI) and data mining techniques to analyze real road traffic data and
predict future traffic characteristics, such as flow, speed, and occupancy [14-20].
Various Al techniques have also been applied to road traffic data for incident
prediction [21-23]. Moreover, incident data has been used to predict the duration,
spatiotemporal impact, and cost of the incidents by analyzing the incident data [24—
34].

Smart infrastructure developments have accelerated the pace of technological
advancements and the penetration of these technologies to all spheres of everyday
life including transportation [35-39]. The use of GPS devices and mobile signals
to collect vehicle location and congestion data, the use of big data [40—42]
and high performance computing (HPC) [40, 42—44] technologies, cloud and fog
computing [45-49], image processing and artificial intelligence (AI) for traffic
analysis, urban logistics prototyping [50], vehicular ad hoc networks [46, 51-54],
autonomous driving [55], autonomic transportation systems [56—58], and the use of
social media for traffic event detection [59-61] are but a few examples.
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This paper brings together transport big data, deep learning, in-memory comput-
ing, and GPU computing to predict traffic incidents on the road, thereby providing a
novel and comprehensive approach toward large-scale, faster, and real-time incident
prediction. Big data refers to the “emerging technologies that are designed to
extract value from data having four Vs characteristics; volume, variety, velocity
and veracity” [62]. GPUs provide massively parallel computing power to speed
up computations. Big data leverages distributed and high performance computing
(HPC) technologies, such as GPUs, to manage and analyze data. Big data and
HPC technologies are converging to address their individual limitations and exploit
their synergies [63]. In-memory computing allows faster analysis of data by the
use of random access memories (RAMs) as opposed to the secondary memories.
Deep learning is a branch of machine learning that uses hierarchical architectures to
learn high-level abstractions in the data [64]. Different deep learning approaches are
used to train the models for different purposes including convolutional neural net-
works (CNNs), recurrent neural networks (RNNs), restricted Boltzmann machines
(RBMs), auto-encoders, and more.

We have fused together three different kinds of datasets to predict road traffic
incidents. The road traffic dataset provides 5-min interval traffic data on the
freeways. It includes vehicle flow, speed, occupancy, the ID of the vehicle detector
station (VDS), and other data. The VDS dataset provides data about the vehicle
detector stations on the freeways including the identification number of each VDS,
location, length, and other attributes. The incident dataset provides information
about the recorded incidents. It includes ID of the incident, its location, type,
timestamp, duration, and other data about the incidents. The data is acquired from
the California Department of Transportation (Caltrans) Performance Measurement
System (PeMS) [65].

The fused dataset is used for the training of deep convolution neural networks.
Different combinations of the dataset along with different network configurations
of the deep learning model are used for training and prediction. The data fusion
methodology is explained in detail along with the algorithms. We have analyzed
over 10years of PeMS road traffic data. This work-in-progress paper reports
incident prediction results using 3 months’ data, September to November 2017.
Conclusions are drawn from the current status of the results and ideas for future
improvements are given. This paper does not give details of the system architecture,
and big data, in-memory, and GPU computing aspects of our software due to the
space limitations. These details along with the system architecture can be found in
our earlier paper [44] and another chapter to appear in this book [66].

The rest of the paper is organized as follows: Sect. 4.2 discusses the work related
to this paper. A detailed discussion on the research methodology including the input
dataset and deep model is given in Sect. 4.3. Performance evaluation and analysis of
the proposed system are detailed in Sect. 4.4. Section 4.5 concludes this paper and
provides future directions.
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4.2 Literature Review

In this section we will review the work done in the area of incident prediction in
recent years. This includes the work done in traffic behavior modeling using big
traffic data, approaches for prediction of traffic behavior and incident prediction
using deep learning or other modeling techniques, and the work done by researchers
to model the impact of incidents in terms of congestion, travel time variability, etc.,
by using different techniques.

An incident detection method using vehicles data collected by GPS is proposed in
[9]. In this work, the vehicles data during the incidents has been collected by probe
vehicles which are equipped by the GPS. They have proposed incident detection
algorithms that are used for the prediction of incident by analyzing the collected
traffic data during the incidents. The proposed algorithm is able to predict the
spatial and temporal details about the traffic congestion that was caused due to
the incident. Performance of the proposed method is measured by analyzing the
vehicles flow in the outbound direction and a traffic flow simulator has been used
for this purpose. The results presented in terms of incident detection rate and false
alarm rate are better than the other methods, but, still, it has shortcomings that limit
the scope and worthiness of the proposed approach. The authors have predicted the
traffic congestion and have considered that it is in result of some incident on the
road which is not true in general because incident is not the only cause of traffic
congestion. Also the error rate calculated by using the defined formula is very high
and sometimes more than 50%. The results have been compared with the simulation
results instead of using the actual vehicles data on selected road network.

GPS data has also been used in [10] for the detection of traffic congestion and
incidents. In this work, GPS data is collected from the driver’s devices and the
accessed GPS traces are used to identify the congestion on the road. Threshold
values have been defied to categorize the traffic flow as congested or normal flow.
This work uses a dataset of 24 incidents in total and simulation results have been
used for analysis purpose. This could also be considered as a congestion prediction
work that is capable of classifying the traffic into slow or very slow categories. Also,
due to the very small dataset, where simulation results have been evaluated instead
of using the real traffic dataset, traffic flow status results cannot be used as the key
information so that it could be used to predict the occurrence of an incident.

In another work by Oskarbski et al. [11], telematics has been used for the
prediction of incidents on the road intersections. They have discussed ad urban
transport management system and have presented some simulation results obtained
by selecting some features from the data and to detect the incidents on the road
junctions which are equipped with the signals and working on the data that could
lead them toward the incident prediction on the junctions and on the road networks.

In incident detection work, some methods have been proposed that are not
directly related with the incident prediction but those could be used to analyze and
predict the impact of incidents. Hojati et al. [30] present an approach to model the
incident duration and its recovery time. Similarly, in [67], an approach has been
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proposed to model the impact of incidents on travel time. Spatiotemporal impact
of traffic incidents on road network has been predicted in [31]. A framework to
estimate the variations in the travel time due to incidents has been proposed in [34].
So, a lot of work has been done in this area that deals with the incidents in terms of
its impact on the road networks, travel time, etc. In [24], the authors have reviewed
the methods that have been proposed to predict the traffic incidents duration by
analyzing the incidents data.

In [21], the authors have proposed a dynamic Bayesian network approach to
predict the crashes on highways in real-time by using the traffic speed conditions
data. In this work, the relation between the crash incidents and the traffic states has
been established, so that it could be used to predict the possibility of crashes on
highways. Traffic states on the crash site have been divided into the upstream and
downstream states. Here upstream is the state just before the crash and downstream
is the state just after the crash in traffic flow direction. A vehicle speed threshold
of 45 km/h was defined to identify the free flow (FF), i.e., traffic state is FF if the
vehicles average speed is above 45 km/h. Average speed below 20 km/h identifies
the jam flow (JF) and it is considered congested traffic (CT) if the flow is between
the FF and JF threshold values. By using these three states values, nine combinations
(upstream and downstream) have been defined to identify the occurrence of crashes
in those states combinations. Crash reports data used in this work includes 551
records where 411 records were used for training and the remaining 140 records
were used for the testing purpose. A confusion matrix was created to see the
results. Several metrics based on the confusion matrix data were used to analyze
the prediction results. Best DBN accuracy reported in this work is 76.4% where the
false alarm rate reported in this case is 23.7%.

The authors in [68] have proposed a Bayesian structure equation model to predict
the secondary incidents on the freeways. By analyzing the non-recurring congestion
situations on the roads, their model identifies the road segments where there is the
possibility of incidents. For this purpose, they use a boxplot and the area under
that plot shows the area where there is traffic congestion and it could cause an
incident. Bayesian neural networks (BNN) have been implemented and its results
were compared with the logistic regression model. Hojati et al. in [67] have worked
on the traffic incidents by modeling their impact on the travel time. They have used
historic traffic data and nonrecurrent congestion has been identified by analyzing
the vehicles speed data.

Traffic incidents detection work has done by using the data source other than the
traffic data as well. Some researchers have used social media data, e.g., Twitter
data, and by analyzing the tweets in a particular area, they have predicted the
occurrence of road and other incidents [69—73]. In [59], the authors have presented
an approach to detect events by analyzing Twitter data. In this work, they have
collected Twitter data for a specific period of time (days) having some specific
keywords. For example, they have collected Twitter data to analyze the traffic flow in
the UK by using some traffic related keywords and by the number of tweets falling
in that criteria. They have done this in some specific region to identify some traffic
problems (e.g., high density). They have concluded that the increased number of
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tweets regarding traffic gives insight of some traffic problems in that area. The work
is further extended in [60]. In another work [61], a similar analysis approach has
been adopted to detect the traffic conditions on the roads in Jeddah city.

4.3 Methodology

In this section, we will give details about the methodology used in this work. This
includes detailed discussion about the input dataset and the deep learning models
used to predict the incidents on the road network. First, we have given an overview
of the PeMS incident dataset and the terms used in this data. In the next section, we
have discussed in detail the datasets used in this work and the process to parse these
datasets to be used as an input to the deep learning algorithm At the end, we have
given details about the deep learning model used for the prediction purpose in this
work. Algorithm 1 gives the overall work-flow of incident prediction work.

Algorithm 1 Incident detection main algorithm

Input: Vehicles and Incident Data.
Output: Predicted Incidents.

1: raw_inc_data < load_incident_data

2: vds_list_all < load_I5N_vds_data

3: vehicle_data < load_vehicles_data

4: ifincident_data is parsed then

5: inc_prsd_dt < load_parsed_data

6: if deep_model is trained then

7: pred_incidents < MakePredictions(model_trained)

8: else

9: model_conf < load_model_config()

10: model_trained < TrainModel(inc_prsd_dt, model_conf)
11: pred_incidents < MakePredictions(model_trained)

12: end if

13: else

14: inc_prsd_dt < ParselncidentsData(raw_inc_data, vds_list_all, vehicle_data)

15: model_conf < load_model_config()

16: model_trained < TrainModel(inc_prsd_dt, model_conf)
17: pred_incidents < MakePredictions(model_trained)

18: end if

19: return pred_incidents

4.3.1 Input Data Collection

In this section, we will give some details about the input incidents dataset which we
have collected from PeMS [65]. For incident dataset in PeMS, the following terms
have been used:

* CHP (California Highway Patrol)
¢ CAD (Computer-aided Dispatch)
* TASAS (Traffic Accident and Surveillance Analysis System)
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CHP incident reports provide all the incident data found in CHP CAD (Fig. 4.1).
On the other hand, TSAS includes all the accidents data on state highways which are
manually verified by the Caltrans staff. Therefore, it approximately takes 1-2 years
to report TSAS data to PeMS. TSAS records in PeMS provide the following details
about the incidents:

¢ Starting time,

e Freeway,

¢ Direction,

¢ Postmile,

* Severity, and

¢ Location of incident.

Data available on the incidents is in the form of different graphs and reports.
Reports on incidents data are available in different formats and provide different
information. Following are some types of incident reports available in PeMS:

* Time Series, view incidents over a time range.

* Time of Week, radial (CHP incidents only), view incidents in a radial chart by
time of day and day of week

* Time of Day, view incidents over time of day by hourly average

* Day of Week, view the total number of incidents for each day of week

e Duration (CHP incidents only), view distribution of the durations of incidents

e Characteristics (TASAS only), view percentage breakdown by selected charac-
teristics for a time range

* Detail, view listing of individual incidents over a selected time range

Freeway 15-N in Los Angeles County

Currest Location Pachtes & Devices = | Performatcn=  Dats Qualty = Cocfipwratons  Enrtse

Events > CHP Incidents > Detail -

[ ™

Tree
* hccidert ¥ Mazard ¥ Other
* Breakdown ¥ Police

# Conpaation ¥ Weathar

Fig. 4.1 CHP incidents data collection from PeMS on freeway I5-N in Los Angeles County
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* Contours, view concentrations of incidents along a corridor segment over time
period

e Comparison (CHP incidents only), view comparison of incident types with
average duration

* Relationships, view the relationship between performance measures and the
number of incidents

* Spatial Distribution (CHP incidents only), view the number of incidents along
corridor segment

* Segments (TASAS only), view the number of incidents along corridor segment

4.3.2 Input Data Preparation

We are using incidents data collected from PeMS to predict incidents on the
freeways. We have collected the incidents, vehicles flow/speed, etc., from a small
patch of the freeway I5. The length of selected corridor is 13.784 miles and two
directions on this patch are denoted by I5-N and I5-S. For I5-N, there are 26
vehicle detection stations (VDSs) to collect the data about the vehicles traveling
on this route. On the opposite direction, i.e., I5-S, there are 25 such stations for data
collection. In this work, we are considering only one side of this freeway patch, i.e.,
13.784 miles of I5-N.

Now the total length of I5-N freeway is around 796.5 miles. We are considering
the whole I5-N freeway because the incident data is available for the whole I5-N
highway and the number of VDSs on the whole I5-N is 948.

In this work, we have prepared incidents input dataset by combining the data
collected from three different datasets. This includes incidents dataset (Table 4.1),
VDS stations details dataset (Table 4.2), and the vehicles flow/speed/occupancy

Table 4.1 Schema of incidents dataset

S.No | Attribute name | Description

1 Incident.Id Numeric Id value of incident

2 Start.Time Timestamp value of the incident. This includes data and time in 24 h
format

3 Duration..mins. | Time in minutes that describes the duration of the incident

4 Freeway Name of the freeway, e.g., IS-N

5 CA.PM Caltran postmiles value for the location where the incident occurred

6 Abs.PM Absolute postmiles value that gives location of the incident

7 Source Source of incident information/data collection, e.g., CHP, TSAS, etc.

8 Area Name of the area where the incident was reported

9 Location Gives details of location, e.g., freeway name with street/bridge/boule-
vard

10 Description Numeric value of the incident type along with the description, e.g.,

traffic collision, traffic hazard, etc.
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Table 4.2 Schema of vehicles detection station dataset

S.No | Attribute name | Description

1 Fwy Name of freeway, e.g., I5-N in this case

2 District Numeric Id values of different districts through that the selected
highway passes

3 Count Name of county

4 City City name

5 CA.PM Caltran postmiles value for that VDS

6 Abs.PM Absolute postmiles value for that VDS

7 Length Length of freeway patch covered by this VDS

8 ID Numeric Id value of VDS

9 Name Name of VDS station

10 Lanes Number of lanes on freeway at a VDS

11 Type Type of freeway, e.g., mainline

12 Sensor.Type Types of sensors used at a VDS (e.g., loop detector)

13 HOV High occupancy vehicle

14 Distance (Self-defined attribute) This defines the distance between the two

consecutive VDS stations. It is calculated by using the absolute
postmiles (Abs.PM). If x is the Abs.PM value for first VDS and y is
the Abs.PM value for the second VDS, then distance = y — x, where
y>x

(Table 4.3) dataset. In the following paragraphs we will discuss in detail why we
need to combine these datasets and how we did it to get a final incidents dataset.

Incident dataset we are using in this work has ten attributes that provide different
information about the incidents occurred on the freeway. The information about
which we are concerned in our work includes the incident timestamp, its duration,
exact location, and type of incident. We already have freeway information, because
we are collecting the incident data for I5-N freeway. To get incident location, we
are not using CA.PM because Abs.PM provides us the exact incident location by
providing the distance in miles. Similarly, three other parameters (source, area,
and location) are not very important while linking the incident data with the other
freeway vehicles data. On the other hand, description attribute is very important that
gives us the type of an incident. Therefore, we can say that the following five (out of
ten) attribute values in our incident dataset are very important to combine this data
with the other traffic data on the same freeway patch and at the same time.

¢ Incident Id

* Start time (time is further broken into minutes, hours, days, months, and years
attribute values.)

e Duration minutes

¢ Abs.PM

* Description
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Table 4.3 Schema of vehicles dataset

S.No | Attribute name
1 Timestamp

Description

Defines the time when data is captured at a vehicle detection
station (VDS). Timestamp gives both date and time when data was
calculated at a specific VDS

Id of a vehicle detection station (VDS). In this data, station Id is a
numeric value

2 Stationld

3 StationTotalFlow Total number of vehicles passed through a specific VDS at a

specific time interval
4 StationAvgOcc Average occupancy rate; calculated at a VDS at a given time

interval defined in timestamp attribute

5 StationAvgSpeed Average speed calculated at a specific VDS at specific time interval
6 StationPercent Number of lanes at this VDS station
Observed
LanelTotalFlow Number of vehicles in Lanel
LanelAvgOcc Average occupancy calculated w.r.t. lanel
LanelAvgSpeed Average speed calculated at lanel
10 LanelObserved Either values observed or imputed for lanel
11 Lane2TotalFlow Number of vehicles in Lane2
12 Lane2AvgOcc Average occupancy calculated w.r.t. lane2
13 Lane2AvgSpeed Average speed calculated at lane2
14 Lane2Observed Either values observed or imputed for lane2
35 Lane8TotalFlow Number of vehicles in Lane8
36 Lane8AvgOcc Average occupancy calculated w.r.t. lane8
37 Lane8AvgSpeed Average speed calculated at lane8
38 Lane8Observed Either values observed or imputed for lane8

As we are using the incident dataset with the freeway traffic dataset, we will
give details about the freeway traffic datasets as well. Freeways traffic dataset
provides us the information about the vehicles flow/occupancy/speed, etc., at a given
vehicle detection station on the selected freeway. Vehicle detection stations are the
monitoring stations on the freeways that are equipped with different kind of devices
(loop detectors, cameras, etc.) to monitor the traffic and to collect the traffic data.
Suppose, if we are interested in collecting vehicles flow on the freeway at the time of
the incident, then the data collected from these VDSs can provide us the following
information:

e Station Id
* Timestamp
¢ 5-min interval vehicles data

As shown in Table 4.3, there are 38 input attributes but if we are talking about
the vehicles flow only, then we are interested only in the flow values, VDS Id, and
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timestamp values. Timestamp value is in the format “dd:mm:yyyy hh:mm,” so we
have broken it down to get minutes, hours, day, month, and year values. In addition
to this, we can also get the day of the week values (Saturday—Friday) which are very
important to see different traffic patterns on specific days, e.g., on weekends. Station
Id gives us the numeric Id value of VDS on the freeway and 5 min flow values are
collected from the total flow attribute values.

Now, we want to use both datasets to predict incidents on the freeways, and we
need to combine both datasets so that it could be used to predict the incidents. For
this purpose, we have to relate each incident with a VDS within the vicinity of that
a particular incident was occurred. But in the incident dataset, we are not given
the VDS Id. Instead we are given the absolute postmiles (Abs.PM) values that give
the location of the incident on the freeway. On the other hand, the vehicles dataset
provides the unique VDS Id for each vehicle detection station on the freeway. So,
in order to relate the incidents dataset with the vehicles dataset, we have used VDS
details (Table 4.2) that give details about the VDSs on the freeways.

VDS details dataset provides unique VDS Id (Station Id in vehicles dataset) and
Abs.PM to define the exact location of the VDS. There are other attributes in this
dataset but VDS Id (Station Id) and the Abs.PM are two attributes that could be
used to combine the incident and the vehicles flow data. For this purpose, we first
have calculated the distance between each successive VDS stations. We named this
attribute “Distance” and added this as a 16th attribute in the VDS details dataset in
Table 4.2. The purpose to calculate the distance between the two VDS stations on
a freeway is that this gives the range or distance covered by a VDS on the freeway.
And by using this information, we can identify the VDS station in that vicinity an
incident was reported. If the incident was reported on x Abs.PM value, and the
location of vehicle detection station v before this location is y, and the distance
between this VDS station and next VDS station is d, then the reported incident is
considered to be within the vicinity of VDS v if the condition in Eq. (4.1) is satisfied.

x>yandx <y+d 4.1

Then we can say that the incident has occurred within the vicinity of that
particulate VDS (whose Abs.PM location is y). So, we can link this incident data
with the vehicles flow data collected at that VDS at the same timestamp values. By
using this criteria, first of all, we have linked the incident data with the station Ids,
i.e., each incident record was assigned the corresponding vehicle detection station
Id and created a new dataset as defined in Table 4.4. This includes incident Id, year,
month, day, hours, duration mins, description from the incident dataset (Table 4.1),
and “Stationld” is collected from the VDS dataset (Table 4.2). By using this new
dataset, we have created a new dataset that not only contains the important attribute
values from the incident dataset, but it can also combine the vehicles data attributes
like flow, speed, occupancy, etc., as shown in Table 4.5. Algorithm 2 gives an
overview of important steps to parse the input dataset and to get the resulting input
dataset.
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Table 4.4 Schema of incident+VDS dataset to link incidents with vehicles data
S.No | Attribute name | Description
1 Incident.Id Numeric Id value of incident
2 Year Year value (numeric), e.g., 2017
3 Month Month of the year (numeric value), e.g., 11 is used to represent the
month of November
4 Day Day of the month (numeric value), e.g., 13
5 Hours Hours of the day. These are also numeric values so these start from 0
to 23
Duration..mins. | Time in minutes that describes the duration of the incident
Description Numeric value of the incident type along with the description, e.g.,
traffic collision, traffic hazard, etc.
8 Stationld Id of the vehicle detection station. Incident occurred within the
vicinity of this VDS

Algorithm 2 Incident data parsing

Input: Raw Incident, VDS, and Vehicles Data.
Output: Parsed Incidents Dataset.

cvds_list_sorted < SortVDSList(vds_list_all)

: vds_dist < CalcDiff(VDS_AbsPM;+1,VDS_AbsPM,)
cvds_list_dist < AddDistAttribToV DS(vds_dist)

: vds_in_veh_data <— UniqueV DS(vehicle_data)

: selected_vds < Get vds_list_dist value if exists in vds_in_veh_data
fori=1,i++,i <length(raw_inc_data) do

forv=1,v++4,v <length(vds_list_dist) do
if inc; occured within the vicinity of vds, then
inc_vds_data < MergelncVdsData(inc;, vdsy)
continue
end if
end for

: end for

: SplitIncTimeStampVals()

: inc_comb_data <— Merge(vehicle_data) {based on timestamp and stationlds}
. if Data veracity issues exist then

inc_new_data <— DealWithDataVeracitylssues() {e.g., remove NAs}
inc_comb_data < inc_new_data

: end if
. if Required normalization is required then

inc_norm_data < NormalizeData(inc_new_data)
inc_comb_data < inc_norm_data

: end if
:inc_data_final < AddIncBasedOnlncDuration(inc_comb_data)
: return inc_data_final

Now each incident was linked with the corresponding vehicles data values. As we

have combined each incident with the vehicles data by comparing some particular
attributes values like hour, day, month, year, station Id, etc., each incident was linked
with only one record in the vehicles dataset. There were two important attributes
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The final schema of incident+vehicles dataset used for incident detection

Table 4.5
S.No | Attribute name
1 stationld
2 dayOfMonth
3 Month
4 Year
5 Hours
6 weekDays
7-18 | flow (flow_00,
flow_05, flow_10,
..., flow_55)
19 No_incident
20-38 | Different incident

types reported in
this data have been
used as attribute
names. For exam-
ple, Collision (with
injury)

Description

This attribute defines the numeric value assigned to each vehicle
detection station (VDS) on the highway. VDSs in PeMS are the
data collection points on highways. Data used in this experiment
includes I5-N highway and has 26 VDSs

Defines the day of a month in a Gregorian calendar in “dd” format.
So, its value ranges from 1 to 31. This could be helpful in getting
some traffic flow trends on some specific events, e.g., traffic flow
on Christmas every year

Gives the numeric value for a Gregorian month in “mm” format
and its value ranges from 1 to 12

Value for a Gregorian year in the “yyyy” format

Clock hours in numbers starting from 0 to 23. This could help us
in identifying traffic flow trends and other information in specific
hours in a day, e.g., traffic flow at 9 a.m.

Day of a week, e.g., Monday. weekDays values are also in numeric
format ranging from 1 to 7, where 1 represents Sunday, and 7
represents Saturday. This is important in identifying specific trends
on specific days, e.g., on weekends

As defined on PeMS, flow defines the number of vehicles passing
through a vehicle detection station (VDS) at a given time. In this
dataset, we have used 5-min interval flow values where the flow_00
defines the total number of vehicles passing through a VDS during
the first Smin of an hour. Similarly, flow_55 defines the total
number of vehicles passing through a VDS during the last 5 min
of the hour

This column is added to the data to define no incident. It contains
binary data, i.e., 1 or 0. If no incident was reported during that
hour, it is 1 else 0

These attributes define the different types of incidents. These also
contain binary values. 1 is used if an incident of that particular type
is occurred, and therefore, the values of all the others incidents will
be 0 and vice versa

values in the incidents dataset. One of them was timestamp that gives the temporal
information about the incident and the other one is the duration of the incident.
Duration of incident defines the duration in minutes of that incident. Both these are
very critical and important in the sense that the incident’s duration effects directly
the vehicles flow, their speed, and occupancy on the incident location and a patch of
road before and after it. For example, if a traffic collision was reported on 15:34, and
its duration was 128 min, then it means that it affected the traffic till 17:42. But as
we were comparing timestamp as well while combining an incident record with the
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vehicles data, so only one record with an hour value 15 will indicate that incident
and if there was no other incident during the next 2 h, then the next two records with
hour values 16 and 17 will indicate no incident. But in actual, vehicles data, e.g.,
flow, has been affected during the next 2 h due to this incident. In addition to this,
if an incident was occurred on 23:40 and continued for 50 min, then it means that it
continued during the first hour of next day as well. Also, it may change the month
and year values as well. Therefore, we have developed an algorithm (Algorithm 3)
that manages the resulting incidents dataset and deals with these situations and
relates multiple records in the vehicles dataset with an incident depending upon
its start time and duration.

4.3.3 Deep Model for Prediction

We are using deep neural networks for prediction purpose in this work. In a neural
network, many neurons are used in such a way that the output of a neuron could be
used as an input to the other neurons in the network. Left most layer in the network
is the input layer and the right most layer is the output layer. The number of neurons
in input layer is the number of input parameters in our input dataset, whereas we
are predicting traffic flow for a specific time interval, so the output layer returns one
single neuron considered as an output or predicted value.

In this work we are using vehicles data (average occupancy) on a road network
and some other parameters as input and training our deep model to predict the
type of incident that could occur depending upon the input values provided for a
particular record as an input. We have classified the incident into different types
(almost 19) depending upon the incident type and the severity, duration, etc., of
an incident. The architecture of our classification model is shown in Fig.4.2. As
shown in this figure, there are n input parameters to be fed to our deep model.
Here the value of n depends upon the vehicles data attributes, e.g., speed, flow,
occupancy, etc., used as input for incidents classification. There are k& hidden layers
in our deep model where the number of neurons in each hidden layer could be
same in all or some of the hidden layers or it could be different from all or some
of the hidden layers. Therefore, neurons in hidden layers in this figure have been
represented by H;;, where i represents the number of hidden layer and j represents
the jth neuron in ith hidden layer. For example, Hs¢ represents the 6th neuron in
the 5th hidden layer in our deep classification model. Right most layer in our deep
model architecture represents the output layer and it is showing the output values
from O; to O; where z represents the number of incidents classes defined in this
work for classification. Training process using the deep learning model is given in
Algorithm 4.
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Algorithm 3 Algorithm to add incidents in records based on incident duration

Input: Incident input dataset.

Output: Incidents input dataset with additional incident records according to the incidents durations.
1: incDuration < incInput Data["durationMins"]
2: tmpIncData < inclnputData
3: fori =1,i ++,i <length(incDuration) do

4: if incDuration[i] has characters then
5: getDurationInMinutes(inc Durationl[i])
6: end if
7: end for
8: count <0
9: forr = 1,r ++,r <length(incInput Data) do
10: record < inclnputDatalr]
11: min < r["minutes")
12: dur < r["durationMins"]
13: totalTime < min + dur
14: if rotalTime > 59 then
15: hours < floor(totalTime/60)
16: tmpMin < 0
17: tmpRec < record
18: while count < hrs do
19: if hours < 23 then
20: tmpRec["hrs"] <— tmpRec["hrs"] + 1
21: else
22: tmpRec["hrs"] < 0
23: if tmpRec["day"] < 28 then
24: tmpRec["day"] <— tmpRec["day"] + 1
25: else if rmpRec["mnth"] is 2 then
26: if tmpRec("year"] is leapYear) && (tmpRec["day"] is 28) then
27: tmpRec["day"] < tmpRec["day"] + 1
28: else
29: tmpRec["day"] < 1
30: tmpRec["mnth"] < 3
31: end if
32: else if (tmpRec["mnth"] is 4|9|11) && (tmpRec|"day"] < 30) then
33: tmpRec["day"] < tmpRec["day"] + 1
34: else if (tmpRec["mnth"] is 1|3|5|7|8|10|12) && (tmpRec["day"] < 31) then
35: tmpRec["day"] < tmpRec["day"] + 1
36: else
37: if tmpRec["mnth"] is 12 then
38: tmpRec["mnth"] < 1
39: tmpRec["day"] < 1
40: tmpRec["year"] < tmpRec["year"]1
41: else
42: tmpRec["day"] < 1
43: tmpRec["mnth"] <— tmpRec["mnth"] + 1
44: end if
45: end if
46: end if
47: tmplncData.add(tmpRec)
48: end while
49: count < count + 1
50: end if
51: end for

52: return tmplIncData
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Algorithm 4 Training incident detection deep model

Input: Parsed Incident Input Data.
Output: Trained Deep Model.

:inc_data < load_incident_data

epochs < setNumEpochs()

: nRepeatModel < 5

count < 1

while count < nREpeatModel do
model < trainDeepModel()
saveTrainedModel ()
count + +

: end while

. return model

eI A A e

—_—

: batchSize < setDefinedBatchSize()

4.4 Performance Analysis

This section defines our deep classification model configurations and the per-
formance metrics which have been used to analyze the results obtained by this

model.
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4.4.1 Deep Model Setup

We have used the modified incidents data (Table 4.5) to predict the incidents in
this work. For this purpose, we have used 3 months (September 2017-November
2017) vehicles occupancy and incidents data. There were 56,879 records in our
input dataset. The data was divided in the ratio of 8, 1, 1, for training, testing,
and prediction, respectively. We have executed our deep model with different
configuration setups. The number of hidden layers and number of hidden units in
those hidden layers were same in all the configuration setups. Also, because the
same input data was used, the number of input parameters and output parameters
was also same. The main difference was in the batch sizes and the number of
iterations (epochs). In both the cases we used softmax activation function because
we were trying to identify and then classify the incidents on the selected freeway
I5-N.

We have used different combinations of vehicles data (flow/speed/occupancy)
with the incidents data to predict the incidents on the freeways. For each resulting
combination (e.g., vehicles flow and incident dataset as shown in Table 4.5)
we have used different deep model configurations. Model configurations used in
different sections are summarized in Table 4.6. Input data combination and model
configuration details have been discussed in detail in respective sections for analysis
of prediction results.

Table 4.6 Configuration of deep model for incident prediction using vehicles data

Input Output

DL param- | param- | Hidden | Hidden | Batch | Number Activation
model | Description | eters eters layers | units size of epochs | function
Model configurations using vehicles flow
1 Incidents 18 1 5 18, 36, | 100, 500, 1000, | Softmax
prediction 36, 9, |200, 2000
3 500
Model configurations using vehicles speed and flow
2 Incidents 30 1 6 30, 90, | 26,52 |500, 1000 | Softmax
prediction 45, 9,
3,3
Model configurations using vehicles occupancy
3 Incidents 18 20 6 18, 18, |26, 52, |50, 100, | Softmax
prediction 90, 90, | 100, 200, 500,

30,20 |500 1000
Model configurations using vehicles occupancy, speed, flow, and percent observed

4 Incidents 54 1 6 54, 13, 26, | 100, 500 Softmax
prediction 108, 52
216,
54, 9,

3
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4.4.2 Performance Metrics

We are using classification model for our deep learning model. Therefore, to
calculate the accuracy of our prediction results, we have analyzed the results using
the confusion matrix that has been created by comparing the predicted and the actual
results. Different methods and techniques are used to evaluate the correctness of the
predicted classification results. According to [74], it could be done by calculating
the four terms defined below:

* True positives: Number of class instances that were identified correctly in
prediction results.

* True negatives: Number of correctly identified class instances that do not belong
to that class.

» False positive: Number of class instances that were incorrectly assigned to the
class.

» False negative: Number of class instances that were not identified as an instance
of a class.

The results obtained by using the above definition could be summarized in the
form of a table known as a confusion matrix as shown below in Table 4.7.

We have calculated the average prediction accuracy by using the formula as given
in Eq. (4.2).

Zl tp; +tn;
i=1 tp; +fn; +fpl- —+tn;
l

Average Accuracy = 4.2)

In the above formula, / is the number of classes in multi-class classification
problem. tp; represents the true positives, fn; represents the false negatives, fp;
represents the false positives, and tn; represents the true negatives for class C;.

In addition to these classification results, we have used system generated mean
absolute error (MAE), mean absolute percentage error (MAPE), and root mean
squared error (RMSE) to analyze the prediction results. MAE is used to show
the closeness between the actual and the predicted values and MAPE shows the
relative difference between the actual and the predicted values. MAPE is not suitable
to calculate error rate if the input data or actual values contain zeros because in
this case it suffers from the division by zero error. RMSE is used to calculate
the standard deviation of the prediction errors. It tells how much scattered are the
residuals and thus tells how far are the predicted data points from the regression

Table 4.7 Confusion matrix
for classification of predicted

Classification | Classified as Classified as

: categories positive negative
class instances . . -
Positive True positive | False negative
(tp) (fn)
Negative False positive | True negative

(fp) (tn)
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line. MAE, MAPE, and RMSE values are calculated by using the formulas given in
Egs. (4.3), (4.4), and (4.5), respectively.

N
1
MAE=N2;|W—P,-| (4.3)
=
N
1 |Vi — P
MAPE = — L) 4.4
v ; 7 (4.4)
N 2
N (Vi — P,
RMSE = ZIZI(T”) (4.5)

Here N is the size (number of values predicted by the model) of dataset used for
prediction purpose, V is the set of actual values used as labels, and P is the set of
values predicted by our deep learning model.

4.4.3 Incident Prediction Using Vehicles Flow

In this section, we will discuss the prediction results that have been obtained while
using vehicle flow with the incident dataset as shown in Table 4.5. Note that for this
work, we have used the first 18 input parameters as an input to our model and instead
of predicting incident classes we just have predicted whether an incident is reported
or not. So, we have only one output variable instead of the 18 or more incident
classes as shown in this table. Model configuration and input/output parameters
details are given in Table 4.6 (DL Model 1). As shown in the table, we have executed
our deep model with different batch sizes. But because of limited space, we are
showing only the results obtained by executing the model with the batch size 500 as
shown in Fig.4.3. We have calculated MAE, MAPE, and RMSE for all the cases.
The results show that we obtained very low MAE and RMSE error rate, but on
the other hand, high MAPE values are pointing toward the low accuracy rate in
prediction results which is true unfortunately. We have discussed these results in
detail in discussion and analysis section (Sect. 4.4.7) and not only have highlighted
the factors behind these results but also have shed light on how can we improve
them.

4.4.4 Incident Prediction Using Vehicles Flow and Speed

In case of an incident on the road, it affects the average speed of vehicles and in
addition to the decrease in vehicles flow, their average speed also decreases in that
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Fig. 4.3 (a) MAE, (b) MAPE, and (c) RMSE values when using vehicles flow and incident data
with the batch size 500
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Table 4.8 Description of additional speed attributes added to incident data to combine vehicles
flow and speed for incident prediction

S.No | Attribute name Description

19— | speed (speed_00, | As defined on PeMS, speed defines the average speed of vehicles

30 speed_05, passing through a vehicle detection station (VDS). In this dataset,
speed_10, ..., | we have used 5-min interval speed values where the speed_00
speed_55) defines the average vehicle speed calculated at a VDS during the

first 5 min of an hour. Similarly, speed_55 defines the average speed
value at a VDS during the last 5 min of the hour

31 IncidentOccured | A binary valued attribute to define whether an incident was reported
during this time slot or not. 1 means a predicted incident (of any
type) and 0 means no incident

place. Therefore, we can say that unusual change (decrease) in the average speed is
also helpful in identifying the occurrence of an incident on the road. So, in this
section, instead of just using the vehicles flow for incident prediction, we have
used 5-min interval vehicles average speed values as well to predict the incident.
Therefore, we have added 12 more input parameters in addition to the parameters
shown in Table 4.5. The description of these additional input parameters is given in
Table 4.8.

By adding 12 5-min interval speed values, now the number of input parameters
in this case is 30, because, before we were using first 18 parameters (including 12
5-min interval flow values) in Table 4.5 as input parameters. Now the parameter
numbered as 31 in Table 4.8 is the only output parameter and its expected values is
defined in this table.

Table 4.6 (DL Model 2) gives the details about the configuration settings of the
deep model used in this case for training and prediction. The results obtained by
analyzing the predicted values are shown in Fig. 4.4. This shows the MAE, MAPE,
and RMSE values when batch size was 26. Although we have executed the deep
model by using different configuration setups, here we have shown only the results
obtained by executing the model with batch size 26 because of similar trends shown
in other results as well. By analyzing these graphs, we can say that these results
also look similar to those discussed in the previous section where we used only
the vehicles flow values with the incidents dataset. A detailed discussion on these
similar trends and accuracy/error rate is given in Sect. 4.4.7.

4.4.5 Incident Prediction Using Vehicles Flow, Speed,
Occupancy, and Percent Observed

Vehicles occupancy in PeMS data defines the amount of time a vehicle takes to pass
through a VDS on the freeways. In order to see the effect of occupancy when used
with other vehicles data attributes like flow and average speed, we have now used
the dataset that includes 5-min interval values of all (flow, speed, and occupancy)
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Fig. 4.4 (a) MAE, (b) MAPE, and (c) RMSE values when using vehicles speed with flow and
incident data with the batch size 26
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Table 4.9 Description of additional occupancy and percent observed attributes added to incident
data prediction

S.No | Attribute name Description

31- Occupancy As defined on PeMS, Occupancy is the amount of time it takes

42 (occupancy_00, for a vehicle to pass through a VDS deployed on the freeways.
occupancy_05, In this dataset, we have used 5-min interval occupancy values
occupancy_10, ..., | where the occupancy_00 defines the average vehicle speed
occupancy_55) calculated at a VDS during the first 5 min of an hour. Similarly,

occupancy_55 defines the average speed value at a VDS during
the last 5 min of the hour

43— StationPercent The percent observed refers to the percentage of data points

54 Observed used to generate a report that were directly observed versus
(obsrvd_00, imputed. The higher the percent observed, the better the data
obsrvd_05, quality of a report. The percent observed is summarized on every
obsrvd_10, PeMS report and should always be referenced to understand the
...obsrvd_55) underlying data quality

55 IncidentOccured A binary valued attribute to define whether an incident was

reported during this time slot or not. 1 means a predicted incident
(of any type) and 0 means no incident

these attributes. In addition to these attributes, we also have considered the number
of lanes that were in use when the incident was occurred. The number of lanes at a
VDS is defined by the attribute “percent observed.” The details of additional 5-min
interval attributes used in this section are given in Table 4.9.

Now we are using 12 5-min interval values for occupancy, and another 12 5-
min interval values for percent observed as well. So, now the total number of
input attribute values is 55 which includes first 18 attributes from Table 4.5, 19—
30 attributes from Table 4.8, and the next 24 attributes (31-54) from Table 4.8,
whereas the 55th attribute is used as an output. Complete input parameters details
and configuration settings details are shown in Table 4.6 (DL Model 4). Prediction
results obtained by executing this model are presented in Fig.4.5. Again, instead
of showing all the results obtained by executing our deep model with different
configurations settings, we have shown the results for one model with batch size
26 only. The results show that although we have combined all the four vehicles
traffic data attribute to improve the incident prediction accuracy, the graphs shown
does not indicate the signs of any big change.

4.4.6 Incident Class Prediction Using Vehicles Occupancy
Data

In the above sections, we have discussed the models and results where there was
only one output attribute value. It was either predicting whether an incident has
occurred or not. There was no classification of results according to the incidents
category. In this section, we are discussing the model where we have categorized
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Fig. 4.5 (a) MAE, (b) MAPE, and (¢) RMSE values when using vehicles occupancy, speed,
percent observed with flow, and incident data with the batch size 26
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the output according to their type. In the incident data which is used in this work,
around 19 different types of the incidents have been reported. Therefore, here we
are using multi-class classification model and the incidents for each record in our
incident dataset have been represented by using the one-hot encoding notation. That
is, we have created a matrix with 20 columns (19 incident classes plus one additional
entry to represent no incident) and if a record in our dataset is reporting an incident
of specific type, then the corresponding category value for that record is 1 and all
the other values are 0. A very simple case to explain this thing is that if a record is
not reporting an incident, then the column representing the “no_incident” for that
record will contain 1, whereas all the other incident categories for that record will
have 0.

We have used vehicles occupancy data in this work with the incident data
for prediction and classification of incidents on the freeway. There are 18 input
attributes where the first six attributes are same as shown in Table 4.5, and the rest
12 5-min attributes are same as shown with the “S.No” values 31-42 in Table 4.9.
As we are predicting the class of expected incident as well, now the number of
our output parameters is 20. Configuration settings and other details are given in
Table 4.6 (DL Model 3).

4.4.7 Discussion and Analysis

In this work, we have used vehicles 5-min interval data in combination with the
incidents data provided by PeMS [65] for incidents prediction on the selected patch
of freeway I5-N. We used different combinations of vehicle data attributes with
the incident input data to predict the incidents. In Sect. 4.4.3, we have used 5-min
interval vehicles flow values and the prediction results obtained by analyzing the
predicted and the actual values have been shown in Fig. 4.3. In this figure, we have
shown the MAE, MAPE, and RMSE values obtained by executing the defined deep
model with specific configuration settings. MAE and RMSE values in this figure
were very low that shows the high accuracy of the predicted results but on the other
hand, there is MAPE values graph as well which shows high error rate. We will
discuss its reason in detail at the end after discussing all the results from the other
sections as well. We are using the vehicles data with other attributes because it has
direct link with the incidents on the freeway. Here we have used flow values because
it is obvious that the vehicles flow values will be affected in case of an incident.
Another factor that is affected by an incident on the freeways is vehicles speed in
that area. PeMS provides us 5-min interval vehicle speed data as well. So, taking
the advantage of this data, we included these speed values as well to help our
model to detect the anomalies in the data and to predict the incidents. The details
about our deep model with the vehicles flow and average speed data as input were
given in Sect.4.4.4. Same like the previous model where we used only vehicles
flow values, we executed our model defined in this section multiple times with the
different configuration settings to see the difference between the output produced
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by our deep models in both these sections. Although this model was executed with
different configurations, here we have presented the results obtained by executing
the model with the batch size 26 in Fig.4.4. In this section, deep models were
executed with two different batch sizes and two different epochs values as shown in
Table 4.6 (model 2). The results in this case were almost same as we obtained in the
case where we used only the flow values, i.e., MAE, and RMSE values were quite
low but MAPE values were very high. We executed these models with many other
configurations but in all the cases the results were almost the same. Therefore, we
are including the results for only one configuration settings.

Another important factor when working with vehicles data is occupancy. Occu-
pancy according to PeMS manual [65] is the time a vehicle takes on average while
passing through the vehicle detection stations on the freeways. So it is obvious that
there will be a change in its value on the places before and after the place where
the incident was occurred. In addition to this it is very important that how the data
was collected. In PeMS, this is named as “vehicle percent observed” that shows the
percentage value to represent whether the results given were reported/recorded by
the VDS or they were imputed. Therefore, we included these two attributes values in
the new incident dataset as well. So, at this point the incident data was including the
values of four vehicles data attributes (flow, speed, occupancy, and vehicle percent
observed). Each of these attributes values were in 5-min interval data form, so by
including the other attributes as well, there were 54 input parameters in our input
dataset this time as discussed in Sect. 4.4.5. The results obtained in this section are
shown in the graphs in Fig. 4.5. Although we included two other important vehicles
data attributes in this dataset for incident prediction, the results obtained in this
section were also similar to the results obtained in the previous sections.

From the results in the previous sections, we identified that there are some factors
that are affecting the prediction accuracy and are critical in the sense that they should
be addressed and issues related to them should be sorted out before using a dataset
for prediction purpose.

In Sect. 4.4.6, we have used the input data that divides the reported incidents into
incidents classes according to their types and description. Here, instead of just using
one variable to define the occurrence or non-occurrence of an incident, a multi-
class classification model has been followed. The results obtained by this model
are shown in the form of a confusion matrix shown in Table 4.10. It is clear from
the confusion matrix that although there were 19 incident classes in our training
dataset, not all of those incident types were present in the dataset used as an input
for prediction purpose. The incident classes were assigned alphabets from A to T as
shown in Table 4.11, where A represents the first incident class and T represents that
no incident was reported/predicted. From those classes, ten classes were included
in the prediction dataset but the model was unable to detect any of those incidents
and in all the cases it predicted only the non-occurrence of an incident. Although if
we calculate the accuracy by using the defined average accuracy formula, it shows
accuracy more than 97% which is because of the fact that there were more than 97%
records where the input data was not reporting an incident. It means that our models
were unable to predict the incidents accurately and we have investigated the reasons
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Table 4.11 Types of
incidents in PeMS incident
data
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Incident class | Incident type
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20002-Hit and Run No Injuries
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BREAK-Traffic Break
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CFIRE-Car Fire
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1125A-Animal Hazard
ANIMAL-Live or Dead Animal
1166-Defective Traffic Signals
No_Incident
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which led us to these results so that researchers should address them and take care
of those facts when using these kind of datasets for incidents prediction in future.

If we divide our prediction dataset (5694 records) according to different incidents
that were reported in that dataset, then we can see that in this dataset, the number
of incidents was very less, and it was just making less than 2.5% of the whole
dataset used for incident prediction. The number of different incidents reported in
the incident dataset used for prediction purpose is shown in Fig. 4.6.

As shown in the figure, 5555 records out of 5694 records in the dataset say that
there was no incident recorded and only 139 of those records were representing
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Fig. 4.6 Distribution of incident categories data in the prediction input dataset

an incident occurred on that selected patch of the freeway I-5SN. This is the most
important and probably the biggest factor that leads our model to predict no incident
in almost all the cases. Because when more than 97.5% data is representing no
incident, then it is very difficult to predict the rest 2.5% incidents accurately. If we
see this scenario in the context of accuracy, then it has accuracy more than 97.5
where the model accurately predicted the non-occurrence of an incident, whereas
only 2.5% results were not representing the actual incidents. But this accuracy, in
actual, does not represent the correct picture of prediction results. In actual, the
results obtained from this data are predicting the only value that was repeated in the
dataset for more than 97.5%.

In our work, we have used vehicles flow, speed, and occupancy values in
combination with the incidents data for the prediction of incidents. We have used
this data for modeling because incidents on the freeways have direct link with
these vehicles data attributes and it is obvious that in case of an incident the trend
graphs of these values will reflect the change in their values. For the analysis of
data to identify the change in the values of these attributes, we have selected the
vehicles data during a week when an incident was reported in a specific area. On
the selected patch of freeway I5-N, an incident was reported in the vicinity of the
VDS station (Id=715918), on 11th of September, 2017, after 11 a.m. The type of
incident reported by the system was traffic collision, and its duration was 202 min.
This shows that although no injury was reported, the collision was quite severe.
It might have caused a congestion on that part of the road. Therefore, we have
collected the vehicles for the whole week when the incident was reported.

In Fig.4.7, we have shown the vehicles flow values during the week when
the incident was occurred. It ranges from 10th to 16th September, 2017. Weekly
vehicles flow values clearly show the general trends on weekends (Saturday and
Sunday), the flow was very low in the morning but it was gradually increasing till
10 a.m. But on Monday, when the incident was reported it shows high flow during
the morning peak hours, but it was then normal before the occurrence of the incident
around 11:10 a.m. But if we see it carefully, we do not see any significant change in
the graph or clear change in it before or after the incident.



4 Deep Learning Computations on GPUs to Predict Road Traffic Incidents 107

600
—Sun - 10/9
S o Mon — 11/9 4R . : '\A
Tue-12/9 i\ C - ik
400 —Wed ~ 13/9
w—Thu - 14/9
300 Fri-15/9

— St = 169

200

100

cogocogoCcocCOoO0OC0OoCOOO0CCOO0OO0D0CO0O0C0O0C0OQCO00O00CGCO0O
oo ohouRalig Sonl ooRia DeEel o e Soomal o el onE choserio Roaho ol
S EHAMAME N DO~ P OSSN NMNTE F NGO~ KGOS S o N ANM
S S5 0000000000 OO0 ™™ Mo ™™™+ ™ ™ o ™ +~ o o o4

Fig. 4.7 Vehicles flow for the week 1016 September 2017
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Fig. 4.8 Vehicles speed for the week 10-16 September 2017

Vehicles speed is also an important vehicles data attribute which is affected in
case of an incident on a road. We also have examined the vehicles speed values
during the week to see the trends before and after the same incident. Figure 4.8
shows the vehicles average 5-min interval speed values during the same week (10—
16 September 2017). Vehicles speed graph will be showing high or normal speed
values during the off-peak hours or morning hours till 10 a.m. on the weekends but
it shows low speed values during the morning and evening peak hours in week days.
It shows the normal trend during other times on week days as well. So, if we see the
trend on Monday at 11 a.m. when this incident was occurred, same like flow, there
is no significant change in the red line showing the speed values on Monday. This
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Fig. 4.9 Vehicles occupancy for the week 10-16 September 2017

also shows that the vehicles speed was not affected by the incident or there was no
significant change which affected the vehicles speed.

In addition to the flow and speed values, vehicles occupancy values graph for
selected week is shown in Fig.4.9. During the peak hours, vehicles average speed
decreases and in result their average occupancy value increases. This could be seen
from the figure that occupancy values are very high during the week days peak hours
especially in morning from 6 a.m. to 9 a.m. But it is very low especially on week
days when there is very less traffic on the roads. Therefore, we expect that in case of
an incident on the road, there could be a congestion and in result, occupancy value
graph will show an increasing trend during that time. Occupancy graph here instead
is not showing any significant change in the vehicles occupancy values.

We conclude from these facts that for incident detection using traffic data, it is
not only important that the input data should be balanced but also we need to find the
anomalies in the input dataset that could help our deep model to accurately predict
an incident. There could be some abrupt changes in flow or speed or in other vehicle
data attributes values. Also it is expected that there will be gradual normal change
in the data after the incident. Although these changes could not be reflected due
to many reasons as it happened in this case, there could be a number of reasons
behind these facts discussed in the above paragraphs. One possible reason is that
there would have been multiple lanes (may be four or five) in that area of the freeway
and the collision was occurred on the right most lane which did not affect the flow.
So, it is an important factor to know the number of lanes that were practically in use
at the incident place at the time of incident. Another important factor is to know that
how far was the vehicle detector station (VDS) from the place where the incident
occurred. Because it is possible that the incident occurred in the blind area which
is out of the range of the vehicle detection station because each VDS has an area
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coverage range and as per our examination of VDS data, distance values between
many VDS stations were bigger than their coverage length values. So, if this is the
case, it might be possible that the traffic was affected in that area, but because it
was outside the range of respective VDS, its effect was not very clear when traffic
reached under the coverage area of next VDS. Data collection duration could also
be a factor, as in this case we are using 5-min interval data and although it took long
for the authorities to manage it completely, it might be possible that they were able
to manage it in a way so that it affected the traffic for just few minutes and thus
no change is reflected in the data. In addition to this, although we have compared
the data for changes with the same station’s data on the next day during the same
hours, it could be more helpful if the data was covered with the same weekday’s
data, i.e., if the incident was recorded on Monday, then for comparison we should
use the Monday’s data during the same hours. Another important thing is that what
were the circumstances that caused the incident. So, we can say that these are some
of the factors that could help the researchers to make good incidents predictions in
future.

4.5 Conclusion and Future Work

In this work we have used deep learning to predict incidents on the freeways
using traffic data from PeMS. We have combined incident data with the traffic data
attributes, e.g., flow, speed, and occupancy to predict incidents. Incidents on the
road networks directly affect the vehicles data values, and therefore, we can train
the deep model to learn from the vehicles data patterns to detect anomalies in the
data and to predict the incident. We used different combinations of vehicle data
attributes and incident dataset to predict the incidents. First, we combined 5-min
interval vehicles flow and incident data, then we combined vehicles flow and average
speed with the incident data, we also used 5-min interval average occupancy values
with the incident dataset for prediction of incidents. We also used combination of
four vehicle dataset attributes including flow, speed, occupancy, and station percent
observed (48 5-min interval input attributes) for this purpose.

By using the input datasets, we executed our deep models with different
configuration setups multiple times to see the variation in the results. We have
presented all the results in the respective sections by using different performance
metrics. Although the results were not quite satisfactory, and despite having very
low error rates while using MAE and RMSE, we have no harm in saying that our
deep models gained this accuracy by identifying the most recurring output class
instead of identifying the correct incident class. But these results are still important
for us and for other researchers as well because these highlighted some issues
that are very important and should be considered while working with the incidents
using deep learning. It is very important to use balanced input dataset for incident
prediction and arranging such kind of data is not a piece of cake. With the data,
we need to analyze the data patterns before and after the occurrence of an incident
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both in spatial and temporal ways. Vehicles data pattern are also very important that
could be analyzed on the similar weekdays/events, etc.

In future, first we would like to work on these data related issues. Because data
is very important when using deep learning models. We will try to find some other
datasets as well that could be helpful in dealing with the issues highlighted above
and in addition to this we will see how deep learning could effectively be used to
improve the accuracy of prediction results.

Acknowledgements The authors acknowledge with thanks the technical and financial support
from the Deanship of Scientific Research (DSR) at the King Abdulaziz University (KAU), Jeddah,
Saudi Arabia, under the grant number G-673-793-38. The work carried out in this paper is
supported by the High Performance Computing Center at the King Abdulaziz University, Jeddah.

References

—

. World Health Organization: Road Traffic Injuries. http://www.who.int/news-room/fact-sheets/

detail/road-traffic-injuries (2018). Accessed 27 Nov 2018

2. World Bank: The High Toll of Traffic Injuries: Unacceptable and Preventable. World
Bank (2017). http://www.worldbank.org/en/programs/global-road- safety-facility/publication/
the-high-toll-of-traffic-injuries-unacceptable-and- preventable

3. Cookson, G.: INRIX Global Traffic Scorecard. INRIX Research (2018). http://inrix.com/
scorecard/

4. Schrank, D., Eisele, B., Lomax, T.: TTI’s 2012 urban mobility report. Texas A&M Transporta-
tion Institute. The Texas A&M University System 4 (2012)

5. El Hatri, C., Boumhidi, J.: Traffic management model for vehicle re-routing and traffic light
control based on multi-objective particle swarm optimization. Intell. Decis. Technol. 11(2),
199-208 (2017)

6. Kim, H.J., Hoi-Kyun, C.: A comparative analysis of incident service time on urban freeways.
IATSS Res. 25(1), 62-72 (2001)

7. Skabardonis, A., Varaiya, P., Petty, K.: Measuring recurrent and nonrecurrent traffic conges-
tion. Transp. Res. Rec. J. Transp. Res. Board 1856(1), 118-124 (2003)

8. Ghosh, 1., Savolainen, P.T., Gates, T.J.: Examination of factors affecting freeway incident
clearance times: a comparison of the generalized f model and several alternative nested models.
J. Adv. Transp. 48(6), 471-485 (2014)

9. Asakura, Y., Kusakabe, T., Nguyen, L.X., Ushiki, T.: Incident detection methods using probe
vehicles with on-board gps equipment. Transp. Res. C Emerg. Technol. 81, 330-341 (2017)

10. D’ Andrea, E., Marcelloni, F.: Detection of traffic congestion and incidents from gps trace
analysis. Expert Syst. Appl. 73, 43-56 (2017)

11. Oskarbski, J., Zawisza, M., Zarski, K.: Automatic incident detection at intersections with use
of telematics. Transp. Res. Procedia 14, 3466-3475 (2016)

12. Ayres, G., Mehmood, R.: On discovering road traffic information using virtual reality
simulations. In: 11th International Conference on Computer Modelling and Simulation, 2009.
UKSIM’09, pp. 411-416. IEEE, Piscataway (2009)

13. Mehmood, R.: Towards understanding intercity traffic interdependencies. In: Proceedings of
the 14th World Congress on Intelligent Transport Systems (ITS), held Beijing, October 2007
(2007)

14. Zhao, Z., Chen, W., Wu, X., Chen, P.C., Liu, J.: LSTM network: a deep learning approach for

short-term traffic forecast. IET Intell. Transp. Syst. 11(2), 68-75 (2017)


http://www.who.int/news-room/fact-sheets/detail/road-traffic-injuries
http://www.who.int/news-room/fact-sheets/detail/road-traffic-injuries
http://www.worldbank.org/en/programs/global-road-safety-facility/publication/the-high-toll-of-traffic-injuries-unacceptable-and-preventable
http://www.worldbank.org/en/programs/global-road-safety-facility/publication/the-high-toll-of-traffic-injuries-unacceptable-and-preventable
http://inrix.com/scorecard/
http://inrix.com/scorecard/

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

Deep Learning Computations on GPUs to Predict Road Traffic Incidents 111

Fouladgar, M., Parchami, M., Elmasri, R., Ghaderi, A.: Scalable deep traffic flow neural
networks for urban traffic congestion prediction. In: 2017 International Joint Conference on
Neural Networks (IJCNN), pp. 2251-2258. IEEE, Piscataway (2017)

Lv, Y., Duan, Y., Kang, W., Li, Z., Wang, E.Y,, et al.: Traffic flow prediction with big data: a
deep learning approach. IEEE Trans. Intell. Transp. Syst. 16(2), 865-873 (2015)

Jia, Y., Wu, J., Du, Y.: Traffic speed prediction using deep learning method. In: 2016 IEEE 19th
International Conference on Intelligent Transportation Systems (ITSC), pp. 1217-1222. IEEE,
Piscataway (2016)

Yu, R., Li, Y., Shahabi, C., Demiryurek, U., Liu, Y.: Deep learning: a generic approach
for extreme condition traffic forecasting. In: Proceedings of the 2017 SIAM International
Conference on Data Mining, pp. 777-785. SIAM, Philadelphia (2017)

Ma, X., Tao, Z., Wang, Y., Yu, H., Wang, Y.: Long short-term memory neural network for
traffic speed prediction using remote microwave sensor data. Transp. Res. C Emerg. Technol.
54, 187-197 (2015)

El Hatri, C., Boumbhidi, J.: Fuzzy deep learning based urban traffic incident detection. Cogn.
Syst. Res. 50, 206-213 (2018)

Sun, J., Sun, J.: A dynamic Bayesian network model for real-time crash prediction using traffic
speed conditions data. Transp. Res. C Emerg. Technol. 54, 176-186 (2015)

Ki, Y.K., Heo, N.W., Choi, J.W., Ahn, G.H., Park, K.S.: An incident detection algorithm using
artificial neural networks and traffic information. In: Cybernetics & Informatics (K&I), 2018,
pp- 1-5. IEEE, Piscataway (2018)

Agarwal, S., Kachroo, P., Regentova, E.: A hybrid model using logistic regression and wavelet
transformation to detect traffic incidents. IATSS Res. 40(1), 56-63 (2016)

Li, R., Pereira, F.C., Ben-Akiva, M.E.: Overview of traffic incident duration analysis and
prediction. Eur. Transp. Res. Rev. 10(2), 22 (2018)

Boyles, S., Fajardo, D., Waller, S.T.: A naive bayesian classifier for incident duration
prediction. In: 86th Annual Meeting of the Transportation Research Board, Washington, DC,
Citeseer (2007)

Nam, D., Mannering, F.: An exploratory hazard-based analysis of highway incident duration.
Transp. Res. A Policy Pract. 34(2), 85-102 (2000)

Lee, J.Y., Chung, J.H., Son, B.: Incident clearance time analysis for Korean freeways using
structural equation model. In: Proceedings of the Eastern Asia Society for Transportation
Studies (The 8th International Conference of Eastern Asia Society for Transportation Studies,
2009), vol. 7, pp. 360-360. Eastern Asia Society for Transportation Studies, Tokyo (2009)
Zhan, C., Gan, A., Hadi, M.: Prediction of lane clearance time of freeway incidents using the
mb5p tree algorithm. IEEE Trans. Intell. Transp. Syst. 12(4), 1549-1557 (2011)

Vlahogianni, E.I., Karlaftis, M.G.: Fuzzy-entropy neural network freeway incident duration
modeling with single and competing uncertainties. Comput. Aided Civ. Infrastruct. Eng. 28(6),
420-433 (2013)

Hojati, A.T., Ferreira, L., Washington, S., Charles, P., Shobeirinejad, A.: Modelling total
duration of traffic incidents including incident detection and recovery time. Accid. Anal. Prev.
71, 296-305 (2014)

Pan, B., Demiryurek, U., Shahabi, C., Gupta, C.: Forecasting spatiotemporal impact of traffic
incidents on road networks. In: 2013 IEEE 13th International Conference on Data Mining
(ICDM), pp. 587-596. IEEE, Piscataway (2013)

Miller, M., Gupta, C.: Mining traffic incidents to forecast impact. In: Proceedings of the ACM
SIGKDD International Workshop on Urban Computing, pp. 33-40. ACM, New York (2012)
Chung, Y., Recker, W.W.: A methodological approach for estimating temporal and spatial
extent of delays caused by freeway accidents. IEEE Trans. Intell. Transp. Syst. 13(3), 1454—
1461 (2012)

Javid, R.J., Javid, R.J.: A framework for travel time variability analysis using urban traffic
incident data. IATSS Res. 42(1), 30-38 (2018)



112

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49

50.

51.

M. Aqib et al.

Mehmood, R., Bhaduri, B., Katib, I., Chlamtac, 1. (eds.): Smart Societies, Infrastructure,
Technologies and Applications. Lecture Notes of the Institute for Computer Sciences, Social
Informatics and Telecommunications Engineering (LNICST), vol. 224. Springer International
Publishing, Cham (2018)

Tawalbeh, L., Basalamah, A., Mehmood, R., Tawalbeh, H.: Greener and smarter phones for
future cities: characterizing the impact of gps signal strength on power consumption. IEEE
Access 4, 858-868 (2016)

Mehmood, R., Alam, F., Albogami, N.N., Katib, I., Albeshri, A., Altowaijri, S.M.: UTiLearn:
a personalised ubiquitous teaching and learning system for smart societies. IEEE Access 5,
2615-2635 (2017)

Muhammed, T., Mehmood, R., Albeshri, A., Katib, I.: UbeHealth: a personalized ubiquitous
cloud and edge-enabled networked healthcare system for smart cities. IEEE Access 6, 32258—
32285 (2018)

Biischer, M., Coulton, P., Efstratiou, C., Gellersen, H., Hemment, D., Mehmood, R., Sangiorgi,
D.: Intelligent mobility systems: some socio-technical challenges and opportunities. In:
International Conference on Communications Infrastructure. Systems and Applications in
Europe, pp. 140-152. Springer, Berlin (2009)

Mehmood, R., Graham, G.: Big data logistics: a health-care transport capacity sharing model.
Procedia Comput. Sci. 64, 1107-1114 (2015). Elsevier

Arfat, Y., Mehmood, R., Albeshri, A.: Parallel shortest path graph computations of united
states road network data on apache spark. In: International Conference on Smart Cities,
Infrastructure, Technologies and Applications, pp. 323-336. Springer, Cham (2017)
Mehmood, R., Meriton, R., Graham, G., Hennelly, P., Kumar, M.: Exploring the influence of
big data on city transport operations: a Markovian approach. Int. J. Oper. Prod. Manag. 37(1),
75-104 (2017)

Mehmood, R., Lu, J.A.: Computational Markovian analysis of large systems. J. Manuf.
Technol. Manag. 22(6), 804-817 (2011)

Aqib, M., Mehmood, R., Albeshri, A., Alzahrani, A.: Disaster management in smart cities by
forecasting traffic plan using deep learning and gpus. In: Mehmood, R., Bhaduri, B., Katib, I.,
Chlamtac, I. (eds.) International Conference on Smart Cities, Infrastructure, Technologies and
Applications (SCITA 2017): Smart Societies, Infrastructure, Technologies and Applications,
pp- 139-154. Springer International Publishing, Cham (2018)

Alazawi, Z., Altowaijri, S., Mehmood, R., Abdljabar, M.B.: Intelligent disaster management
system based on cloud-enabled vehicular networks. In: ITS Telecommunications (ITST), 2011
11th International Conference on, pp. 361-368. IEEE, Piscataway (2011)

Alazawi, Z., Abdljabar, M.B., Altowaijri, S., Vegni, A.M., Mehmood, R.: Icdms: an intelligent
cloud based disaster management system for vehicular networks. In: International Workshop
on Communication Technologies for Vehicles, pp. 40-56. Springer, Berlin (2012)

Alazawi, Z., Alani, O., Abdljabar, M.B., Altowaijri, S., Mehmood, R.: A smart disaster
management system for future cities. In: Proceedings of the 2014 ACM International Workshop
on Wireless and Mobile Technologies for Smart Cities, pp. 1-10. ACM, New York (2014)
Alazawi, Z., Alani, O., Abdljabar, M.B., Mehmood, R.: An intelligent disaster management
system based evacuation strategies. In: Communication Systems, Networks & Digital Signal
Processing (CSNDSP), 2014 9th International Symposium on, pp. 673-678. IEEE, Piscataway
(2014)

. Arfat, Y., Aqib, M., Mehmood, R., Albeshri, A., Katib, I., Albogami, N., Alzahrani, A.:

Enabling smarter societies through mobile big data fogs and clouds. Procedia Comput. Sci.
109, 1128-1133 (2017)

Graham, G., Mehmood, R., Coles, E.: Exploring future cityscapes through urban logistics
prototyping: a technical viewpoint. Supply Chain Manag. 20(3), 341-352 (2015)

Mehmood, R., Nekovee, M.: Vehicular ad hoc and grid networks: discussion, design and
evaluation. In: Proceedings of the 14th World Congress on Intelligent Transport Systems (ITS),
held Beijing, October 2007 (2007)



52.

53.

54.

55.

56.

57.

58.

59.

60.

6

—

62.

63.

64.

65.

66.

67.

68.

69.

Deep Learning Computations on GPUs to Predict Road Traffic Incidents 113

Gillani, S., Shahzad, F., Qayyum, A., Mehmood, R.: A survey on security in vehicular ad hoc
networks. In: International Workshop on Communication Technologies for Vehicles, pp. 59—
74. Springer, Berlin (2013)

Alvi, A., Greaves, D., Mehmood, R.: Intra-vehicular verification and control: a two-pronged
approach. In: 2010 7th International Symposium on Communication Systems, Networks &
Digital Signal Processing (CSNDSP 2010), pp. 401-405. IEEE, Piscataway (2010)

Nabi, Z., Alvi, A., Mehmood, R.: Towards standardization of in-car sensors. In: International
‘Workshop on Communication Technologies for Vehicles, pp. 216-223. Springer, Berlin (2011)
Alam, F., Mehmood, R., Katib, I.: D2TFRS: an object recognition method for autonomous
vehicles based on RGB and spatial values of pixels. In: Lecture Notes of the Institute for
Computer Sciences, Social-Informatics and Telecommunications Engineering, LNICST, vol.
224, pp. 155-168. Springer, Cham (Nov 2018)

Schlingensiepen, J., Mehmood, R., Nemtanu, F.C., Niculescu, M.: Increasing sustainability
of road transport in European cities and metropolitan areas by facilitating autonomic road
transport systems (ARTS). In: Wellnitz, J., Subic, A., Trufin, R. (eds.) Sustainable Automotive
Technologies 2013, pp. 201-210. Springer International Publishing, Ingolstadt (2014)
Schlingensiepen, J., Nemtanu, F., Mehmood, R., McCluskey, L.: Autonomic transport man-
agement systems-enabler for smart cities, personalized medicine, participation and industry
grid/industry 4.0. In: Intelligent Transportation Systems—Problems and Perspectives, pp. 3-35.
Springer, Cham (2016)

Schlingensiepen, J., Mehmood, R., Nemtanu, F.C.: Framework for an autonomic transport
system in smart cities. Cybern. Inf. Technol. 15(5), 50-62 (2015)

Suma, S., Mehmood, R., Albugami, N., Katib, 1., Albeshri, A.: Enabling next generation
logistics and planning for smarter societies. Procedia Comput. Sci. 109, 1122-1127 (2017)
Suma, S., Mehmood, R., Albeshri, A.: Automatic event detection in smart cities using big
data analytics. In: International Conference on Smart Cities, Infrastructure, Technologies and
Applications, pp. 111-122. Springer, Cham (2017)

. Alomari, E., Mehmood, R.: Analysis of tweets in Arabic language for detection of road traffic

conditions. In: Lecture Notes of the Institute for Computer Sciences, Social-Informatics and
Telecommunications Engineering, LNICST, vol. 224, pp. 98-110. Springer, Cham (Nov 2018)
Mehmood, R., Faisal, M.A., Altowaijri, S.: Future networked healthcare systems: a review and
case study. In: Boucadair, M., Jacquenet, C. (eds.) Handbook of Research on Redesigning the
Future of Internet Architectures, pp. 531-558. IGI Global, Hershey, PA (2015)

Usman, S., Mehmood, R., Katib, I.: Big data and HPC convergence: the cutting edge
and outlook. In: International Conference on Smart Cities, Infrastructure, Technologies and
Applications (SCITA 2017). Lecture Notes of the Institute for Computer Sciences, Social-
Informatics and Telecommunications Engineering, LNICST, vol. 224, pp. 11-26. Springer,
Cham (Nov 2018)

Guo, Y., Liu, Y., Oerlemans, A., Lao, S., Wu, S., Lew, M.S.: Deep learning for visual
understanding: a review. Neurocomputing 187, 2748 (2016)

Berkeley, U.: Caltrans (2005) freeway performance measurement system (PEMS) 5.4. pems.
eecs. berkeley. edu/Public (2005). Accessed 30 June 2005

Aqib, M., Mehmood, R., Alzahrani, A., Albeshri, A.P: A smart disaster management system
for future cities using deep learning, GPUs, and in-memory computing. In: Mehmood, R., See,
S., Katib, I., Chlamtac, I. (eds.) Smart Infrastructure and Applications: Foundations for Smarter
Cities and Societies. Springer (2019). https://doi.org/10.1007/978-3-030-13705-2_7

Hojati, A.T., Ferreira, L., Washington, S., Charles, P., Shobeirinejad, A.: Modelling the impact
of traffic incidents on travel time reliability. Transp. Res. C Emerg. Technol. 65, 49-60 (2016)
Park, H., Haghani, A.: Real-time prediction of secondary incident occurrences using vehicle
probe data. Transp. Res. C Emerg. Technol. 70, 69-85 (2016)

Paule, J.D.G., Sun, Y., Moshfeghi, Y.: On fine-grained geolocalisation of tweets and real-time
traffic incident detection. Inf. Process. Manag. 56, 1119-1132 (2018)


https://doi.org/10.1007/978-3-030-13705-2_7

114 M. Aqib et al.

70. Zhang, Z., He, Q., Gao, J., Ni, M.: A deep learning approach for detecting traffic accidents
from social media data. Transp. Res. C Emerg. Technol. 86, 580-596 (2018)

71. Gu, Y., Qian, Z.S., Chen, F.: From twitter to detector: real-time traffic incident detection using
social media data. Transp. Res. C Emerg. Technol. 67, 321-342 (2016)

72. Gutiérrez, C., Figueiras, P., Oliveira, P., Costa, R., Jardim-Goncalves, R.: An approach for
detecting traffic events using social media. In: Emerging Trends and Advanced Technologies
for Computational Intelligence, pp. 61-81. Springer, Cham (2016)

73. Nguyen, H., Liu, W., Rivera, P., Chen, F.: Trafficwatch: real-time traffic incident detection and
monitoring using social media. In: Pacific-Asia Conference on Knowledge Discovery and Data
Mining, pp. 540-551. Springer, Cham (2016)

74. Sokolova, M., Lapalme, G.: A systematic analysis of performance measures for classification
tasks. Inf. Process. Manag. 45(4), 427437 (2009)



Chapter 5 )
Hybrid Statistical and Machine Learning <o
Methods for Road Traffic Prediction:

A Review and Tutorial

Bdoor Alsolami, Rashid Mehmood, and Aiiad Albeshri

5.1 Introduction

Mobility is one of the major dimensions of smart city design and development.
Many approaches have been proposed to address smart mobility—related challenges
[1]—for example, social media—based approaches [2—4], location-based services [5,
6], telematics [7], modeling and simulation—based approaches [8, 9], approaches
based on vehicular networks (VANETS) and systems [10—12], autonomic mobility
management [13—15], autonomous driving [16], mobility in emergency situations
[17-22], approaches to improve urban logistics [2, 23-25], and big data—based
approaches [2—4, 26, 27]. A recent book has covered a number of topics related
to smart cities, including smart mobility [28].

Traffic flow modeling and prediction play important roles in smart city trans-
portation systems. The modeling of transportation traffic is usually done by using
data acquired through various sensors [10], such as inductive loops and Motorway
Incident Detection and Automatic Signalling (MIDAS) [9], use of surveys [17],
vehicular ad hoc networks [10], and social networks [2—4]. Various methods are
in practice to model and predict traffic, including mathematical modeling [9, 17,
18], simulations [8, 19-21], and deep learning [22]. Accurate prediction of the
transport network state can improve information services for travelers and help them
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to make informed travel decisions. Furthermore, precise prediction of road traffic
can improve road safety by decreasing congestion problems, air pollution, traffic
costs, and accidents [29]. The predicted information leads to good planning of the
traffic infrastructure.

Today, the transportation sector has truly entered the big data era. The rapid
increase of Global Positioning System (GPS) device use in vehicles and on
smartphones has provided opportunities for researchers to use transport data for
studying traffic states and solving traffic problems. In addition, social networking
applications such as Twitter and Facebook have become sources of traffic data
because most people share their various statuses and environmental conditions,
including the status of road traffic. Many governments make their transport data
available so that researchers can analyze it and propose solutions to traffic problems
[30].

In the last few years, many research attempts have emerged to provide accurate
and timely traffic flow prediction models. However, most of the existing prediction
models are based only on a single prediction method, such as statistical methods or
machine learning methods. Neither statistical nor machine learning methods can
completely capture traffic flow patterns, because of the complex relationship of
traffic data. Statistical methods provide good performance when traffic data have
a linear relationship, while machine learning methods work well with nonlinear
traffic data [31]. Furthermore, most of the existing prediction models are built on
stand-alone models because of the data and compute-intensive nature of the complex
models. There is a need for novel prediction methods that provide higher accuracy
for prediction of traffic with diverse characteristics. Moreover, there is a need to use
distributed and parallel big data platforms for traffic prediction [32]. This chapter:

— Gives a review of traffic flow prediction and modeling methods.

— Discusses the limitation of each method.

— Introduces a review of various types of traffic data sources.

— Describes notable big data analysis tools.

— Describes a hybrid method for road traffic prediction and provides a tutorial
on the process of hybrid traffic flow prediction. This method is based on the
autoregressive integrated moving average (ARIMA) and support vector machine
(SVM) methods.

The rest of the chapter is organized as follows. Section 5.2 reviews methods for
road traffic analysis and prediction, and discusses a classification for the methods.
We also discuss the limitation of using a single method type. In Sect. 5.3, we discuss
a classification of the available traffic data sources. Big data analysis tools are
introduced in Sect. 5.4. Section 5.5 gives a tutorial on the process of hybrid traffic
flow prediction. In Sect. 5.6, we provide our conclusions on the chapter.
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5.2 Traffic Flow Prediction and Modeling Methods

Road traffic modeling and prediction are important issues that face both individuals
and governments because of increases in traffic congestion, accidents, and air pol-
lution [33]. Because of their importance, many researchers have published several
methods for traffic flow prediction. In general, and from the academic literature,
we can categorize the existing methods into two types: long-term prediction and
short-term prediction. Long-term prediction accuracy is affected by external factors
such as weather conditions, road construction, and changes in road infrastructure.
For these reasons, long-term prediction is not widely used. Conversely, short-term
prediction has been widely used for road traffic prediction. Many methods have
been proposed for short-term traffic prediction. As shown in Fig. 5.1, short-term
prediction can be categorized into three types: statistically based methods, machine
learning methods, and hybrid methods.

5.2.1 Statistical Methods

In this section, we discuss Kalman filtering (KF) and ARIMA methods.

Road Traffic modeling and

prediction

| |

Long Term prediction Short Term prediction

- sal == 1
Statistical Machine learning

Hybrid methods
methods methods &

Artificial Neuaral

Auto-Regressive Integrated

Network(ANN)

Moving Average (ARIMA)
am—

Fig. 5.1 Classification of traffic flow prediction methods




118 B. Alsolami et al.

Kalman Filtering

Kalman filtering is a statistical method involving an algorithm that uses a set of
measurements observed over time, which contain noise, and predicted outputs of
unknown variables. In a KF approach, the estimated future state is based only on
the estimated state of the previous time step [34]. Wang et al. [35] carried out
research on the possibility of using KF for traffic flow prediction. Jinxing et al. [36]
used a KF method to remove errors and redundancy from data sets. They concluded
that filtering can increase the accuracy of the prediction model. Ahmad et al. [37]
used social network traffic data (Twitter data) with a KF method for arrival time
prediction. The results showed that the KF model has the ability to forecast vehicle
arrival time with reasonable accuracy.

Autoregressive Integrated Moving Average

An ARIMA model is a tool for predicting the future values of time series [38].
Since it can represent traffic flow by a time series, we can fit an ARIMA model to
predict future traffic flow. ARIMA (p, d, ¢g) has been used for prediction by many
researchers in many sectors, such as economics and transportation. In an ARIMA
model the training data preprocessing to exclude the error data. After that, the data
are classified into multiple data sets based on multiple time periods, and predictions
are made through extraction of the correlation between sequences [39]. An ARIMA
model is based on linear analysis [40]. Wang et al. [40] used ARIMA for short-term
traffic flow prediction (see Sect. 5.2.4), and their ARIMA model provided good
accuracy. Because the pattern of traffic flow appears as a seasonal pattern according
to peak and off-peak traffic conditions, seasonal ARIMA (SARIMA) models are
very suitable for modeling traffic flow behavior [41]. Kumar et al. [41] used 3 days
of data to forecast the flow for the next day. The advantage of this type of model is
the limited data set used for prediction.

5.2.2 Machine Learning Methods
Artificial Neural Networks

Artificial neural networks (ANNs) are the most widely used type of algorithm for
traffic flow prediction. ANNs are a set of statistical learning algorithms. They have
the ability to deal with complex problems and with missing and noisy data [42,
43]. ANNs contain multiple layers; the most widely used model is a multilayer
perceptron (MLP). Changqing et al. [43] presented a classification and prediction
framework for taxi hailing. They used K-means clustering to divide the data set
into several clusters and used a neural network based on the clustering result
to generate the prediction result. Florido et al. [44] used an NN algorithm for
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congestion prediction in road networks. Achieving an accurate prediction result
with a minimum value of square error (MSE) is the objective of an ANN. To
achieve this aim, many researchers have developed a number of algorithms, such
as the back propagation neural networks (BPNNs) proposed by Park and Rilett
[45]. Pamuta [46] conducted research on analysis of traffic flow data using BPNNs.
The traffic flow was represented by four classes of time series. The results showed
the capability of neural networks to be used in intelligent transportation systems
(ITSs). In ANNSs, there are different processing elements called neurons; each of
them takes multiple inputs and, on the basis of an internal weighting, only one
output is produced. The neurons are organized into layers [39]. Ban et al. [47]
used new neural networks named extreme learning machines (ELMs) to predict
traffic states. The algorithm provided good performance in comparison with other
prediction algorithms. However, time is the cost of this algorithm. ANNs need
parallel architecture to process large data volumes in small amounts of time, and
the cost of using ANNSs is the large number of training data sets, which need large
amounts of storage.

Support Vector Machines

An SVM comes under the statistical learning algorithm category and is used in
many studies for traffic flow prediction. The SVM process involves getting the
optimal separating hyperplane. It can work with any number of dimensions [48].
Deshpande et al. [48], in their research, presented the potential use of SVM for
traffic flow prediction. Zhou et al. [49] conducted research on traffic flow analysis
based on GPS data on floating cars using a least squares (LS)-SVM method. Li
et al. [50] employed SVM for bus arrival time prediction based on GPS data. Their
results indicated that SVM was robust, adaptive, and able to provide good prediction
accuracy.

5.2.3 Limitations of Using a Single Prediction Method

Our review reveals that several methods have been used for traffic flow predic-
tion and modeling. These methods are classified into three categories: statistical,
machine learning, and hybrid methods. The statistical methods work well only with
linear traffic flow, while the machine learning methods have the ability to work
with nonlinear traffic flow. Each of the above methods works well under specific
conditions; when the conditions change, the performance of the predictive method
is affected and the accuracy decreases.

KF exhibits high prediction accuracy, but it is a linear prediction model and it is
not suitable for nonlinear traffic flow. Furthermore, it is not adaptive for dynamic
traffic conditions. The KF method has limited accuracy when it deals with noisy
traffic data [51].
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ARIMA is a popular and widely used statistical method for traffic flow predic-
tion. However, it has the disadvantage of being unable to capture rapid changes in
traffic data. In addition, a SARIMA model requires a lot of time for estimation of
parameters. ARIMA provides good performance only with static traffic conditions
and does not reflect the dynamics.

Many kinds of neural networks have been used for traffic flow prediction, such as
fuzzy neural models (FNMs), genetic algorithms (GAs), and multilayer perceptrons
(MLPs). Large volumes of historical data and many computational resources are
needed. Neutral networks are suitable for nonlinear features. Neural networks
constantly demonstrate high accuracy but take more time for training and require
large storage space. They are based on training using part of the historical data to
find the relationship between the input and the output. Moreover, ANNS are not able
to find an optimal solution for nonconvex problems.

SVMs can overcome the limitations of ANNs because they are able to map
nonlinear problems in a low dimension to linear problems in a high dimension.
However, they fail to give high prediction accuracy when the data contain noise.

5.2.4 Hpybrid Traffic Flow Analysis and Prediction Methods

The hybrid prediction model combines the advantages of both statistical and
machine learning methods. In previous studies, hybrid models have outperformed
both statistical and machine learning models. However, the costs of using a hybrid
model are computational complexity and large storage needs. Most of the existing
hybrid models are performed using stand-alone platforms. Some existing hybrid
models have been performed using a distributed platform such as Hadoop; however,
the current state of work on hybrid models in distributed environments is very basic.
Apache Spark has recently emerged as another big data platform with much better
performance than Hadoop [52].

Wang et al. [40] conducted research on the potential use of a combination of
ARIMA and SVM for traffic flow prediction. They found the characteristics of the
data by using feature analysis and, on the basis of the analysis results, they used
hybrid ARIMA and SVM methods. The results showed that the hybrid methods did
improve the prediction accuracy.

Meng et al. [53] carried out research on the potential use of a hybrid K-nearest
neighbor (K-NN) method with a balanced binary (AVL) tree for short-term traffic
flow prediction to increase the accuracy of the prediction result. The results showed
that the hybrid K-NN method with AVL increased the speed of the search and the
accuracy outperformed both K-NN and AVL.

Xie et al. [54] proposed a novel hybrid prediction model combining the advan-
tages of an ARIMA model and a periodical moving average (PMA) model. The
model was evaluated using real-time data as well as historical data. The results
showed that the forecasting performance was improved by use of the hybrid
prediction model.
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Li et al. [55] applied both ARIMA and a radial basis function ANN (RBF-ANN)
for traffic flow prediction. The results indicated that the hybrid model had better
performance than use of a single ARIMA or RBF-ANN.

5.3 Transportation Data Sources

Because of the rapid increase in the population and the numbers of vehicles, several
problems have emerged in transportation systems, such as traffic congestion and
traffic accidents. More recently, many types of transportation data have emerged
and can be used for studying traffic status and solving transportation-related issues.
Governments, city planners, and researchers have used these data for various
purposes such as predicting traffic flow and identifying traffic congestion and
traffic accidents. To find out the available traffic-related data, we widely review
technologies used for collection and acquisition of traffic data.

On the basis of the work done by Dabiri and Heaslip [30], we can classify traffic
data sources into six categories (Fig. 5.2). These are explained in Sects. 5.3.1-5.3.6.

5.3.1 Traffic Flow Sensors

Traffic flow sensors are devices for capturing the passage of vehicles over a
particular road so as to capture traffic parameters. They are classified into two
categories: the first category is sensors that are attached to the road pavement or road
surface, such as inductive loop and magnetometers sensors; the second category
is sensors that are placed above the road surface, such as infrared sensors, video
image processors, and microwave radar. Both ultrasonic sensors and passive infrared
sensors are widely used to collect unprocessed data, which is used by most of the
existing prediction models. Prathilothamai et al. [56] proposed a system for road
traffic prediction; they used traffic data collected by ultrasonic as well as passive
infrared sensors, and they suggested the use of traffic video in future studies.

S —————
Traffic Data
Sources
| | | | | | L |
Traffic flow il Videoimage Environmental [l Smart cards JlSocial networks
GPS data
sensors processors data data data

Fig. 5.2 Classification of traffic data sources
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5.3.2 Video Image Processors

A video image processor (VIP) is a camera mounted on poles on the road pavement
or traffic signal for taking images or video of passing vehicles. Microprocessors
store and process these images and videos to apply computer vision algorithms for
extracting traffic parameters that are used in traffic management operations.

5.3.3 Probe Vehicles and People Data

Traffic sensors and VIPs capture traffic data only in a limited area and location,
which leads to data collection that is unrepresentative of the network as a whole. To
overcome this limitation, individuals’ vehicles equipped with GPS devices can be
used for collecting representative traffic data. Also, smartphones can used to capture
spatial data and can be used for tracking vehicles and people’s trajectories.

Floating car data (FCD) is an important source of traffic data in smart cities and
the transportation sector. It is a set of GPS entries containing information about
driving status. By using FCD, traffic congestion can be identified, travel time can be
computed, and traffic flow can be predicted. Castro et al. [57] proposed a method to
predict future traffic conditions. They evaluated their method by using large-scale
taxi GPS data obtained from around 5000 taxis in Hangzhou, China, over a period
of a month (February 2010). Wang et al. [58] proposed a three-phase framework to
explore the congestion correlation between road segments from three data sources:
GPS trajectories of taxis, road network data, and point of interest (POI) data.

5.3.4 Social Network Data

Today, millions of people share data and communicate using social networks such
as Twitter, Facebook, and Instagram. People share their images, locations, and video
on social media networks. These data contain hidden knowledge and can be used in
transportation systems. In social media, traffic data acquisition is performed using
an application programming interface (API) by using queries to access historical
and real-time information. Petalas et al. [29] proposed big data architecture for
road traffic prediction using multiple sources of data. The data they used for traffic
prediction were urban data and social media data. They utilized data from multiple
heterogeneous sources. The results showed that the performance of the prediction
model depends on the type of traffic data used.
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5.3.5 Smart Card Data

Smart cards are one traffic data source, using technology for capturing transit data
and passenger behavior. There are two types of smart cards: automated passenger
counter (APC) cards and automated fare collection (AFC) cards. They are designed
for controlling passenger movement in and out of buses and subways.

5.3.6 Environmental Data

Traffic exhibits sudden shifts due to various factors such as weather status. Meteoro-
logical data—including temperature, wind speed, and precipitation—must be taken
into consideration when analyzing traffic flow. There are numerous public websites
that provide metrological data, such as the [US] National Weather Service (NWS;
https://www.weather.gov) and the [US] National Climatic Data Center (NCDC;
https://www.ncdc.noaa.gov).

5.4 Big Data Analysis and Processing Tools

5.4.1 Hadoop

Hadoop is a powerful open-source framework (developed by Apache) used by
many organizations and companies for storing, analyzing, and processing big data.
Hadoop provides good availability and scalability of data [59]. Also, Hadoop is
considered reliable and able to detect bugs. It is a distributed tool comprising two
components: MapReduce and the Hadoop distributed file system (HDFS). Large
data sets are divided into small pieces and stored in blocks of 64 MB in size;
each block is called a DataNode. Those DataNodes are indexed by NameNode in
HDEFS [60]. MapReduce is a big data processing tool for distributed computing,
which was developed by Google. MapReduce works on a divide-and-conquer
principle, dividing big data problems into small problems and processing them in
parallel. Hadoop also contains a data warehousing application called Hive. Hive
uses structured query language (SQL) and HiveQL as query languages.

Hadoop_GIS Tool

The main components of a traditional geographic information system (GIS) are a
database for storage and an analyzing model. The data are represented in a relational
database or geodatabase. The data are transported to the ArcGIS environment for
analysis, and the ArcGIS toolbox uses spatial analysis jobs. The traditional GIS is


https://www.weather.gov
https://www.ncdc.noaa.gov

124 B. Alsolami et al.

single threaded, which means there is only one module to process and analyze the
data stream. For this reason, the traditional GIS is not suitable for processing large
data sets; the cost of processing a large data set is very high and it takes a lot of time
[60]. To overcome the limitations of the traditional GIS, the Hadoop_GIS tool was
proposed by Deng and Bai [60]. The Hadoop_GIS tool is a package containing
a spatial framework and geoprocessing tools. The spatial framework consists of
functions such as ST_Geometry. The Hadoop_GIS tool adds geometry functions
and a geoprocessing toolbox for Hadoop. Hadoop_GIS is considered more efficient
than the traditional GIS for processing large data sets; however, it is just a processing
model with no visualization feature.

5.4.2 Apache Spark

Apache Spark is an open-source framework designed for cluster computing. It
is designed to be fast and general purpose and to overcome the limitations of
MapReduce. Since time is a very important factor in big data processing, Spark
supports in-memory processing, which is faster than disk-based processing [61].
This feature make it faster to query big data than in a traditional disk-based engine
such as Hadoop. Spark can run multiple applications in the same engine. Also,
Spark has the ability to process different types of workloads that need separate
systems, including queries, iterative algorithms, and streaming. This feature leads to
areduced management cost of multiple big data tools. Furthermore, the accessibility
of Spark is considered very high because it provides easy application programming
interfaces (APIs) in Java, Python, Scala, and SQL. Spark can be integrated with
any big data tools such as Hadoop. Moreover, Spark supports additional machine
learning tools such as M-Lib, a tool for graph processing (named GraphX), a tool
for streaming processing (named Spark Streaming), and Spark SQL for processing
structured data. All Spark components and supported tools are shown in Fig. 5.3.
When one compares Spark with other big data tools such as Hadoop, Spark is faster
and has greater ability to process and write data than Hadoop [61].

Fig. 5.3 Apache Spark
components
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Apache Spark features Apache Spark is considered one of the high-performance
frameworks that are designed for cluster computing and real-time streaming pro-
cessing [56]. It is distinguishable from all other available tools because:

e Itis a general purpose framework.

e Itis easy to install and configure.

e It is simple to use because it support APIs with several programming languages
(such as Java, Scala, and SQL).

e It is faster than Hadoop because it supports in-memory computing.

e It supports Java and Scala, which are powerful languages for object-oriented
programming.

* It has the ability to aggregate multiple data sets from different sources.

It has the ability to join and work with other big data tools such as Hadoop.

5.5 Process of Hybrid Prediction

Hybrid methods for road traffic prediction and analysis combine both statistical and
machine learning analysis. Researchers have proposed many hybrid methods with
different combinations of prediction methods for several kinds of traffic data. In
this section we introduce a tutorial for combining statistical analysis and machine
learning analysis. Furthermore, we propose the methodology of a hybrid prediction
model combining a widely used ARIMA model from the statistical category with
SVM from the machine learning category.

5.5.1 Statistical Analysis

In this section, we discuss the ARIMA model as an example of a time series—
forecasting method.

Autoregressive Integrated Moving Average

ARIMA was proposed by Box and Jenkins (1976) and is also called the Box—
Jenkins model [55]. It is widely used in predicting stationary time series. If the series
is not stationary, then it is transformed into a stationary series by differencing. The
order of differencing is denoted by the parameter d. The steps for predicting traffic
flow by using an ARIMA model are shown in Fig. 5.4, and an ARIMA flow chart is
shown in Fig. 5.5.

1. Data visualization: The goal of this step is to explore any trend in the data and
to decide what type of ARIMA we should use. If there is a seasonal trend in the
data, we should use a seasonal ARIMA model; if there is no seasonal trend, we
can use a normal ARIMA model.
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2. Stationarity test: Series stationary means that the mean and the variance of the
series should not be a function of time. The mean of the series should not
increase over time. The series is considered not stationary if there is a varying
spread of the data over time. Also, the covariance of the series should not be a
function of time. The covariance should be constant with time; if the spread of the
data becomes closer as the time increases, then the series violates the stationary
property.

3. Model recognition: The parameters p, d, and g are determined on the basis of the
Akaike information criterion (AIC) minimum criterion, autocorrelation function
(ACF), or partial autocorrelation function (PACF).

4. Parameter estimation and model diagnosis: The fourth step in building an
ARIMA model is checking the accuracy of the model by a diagnostic test such
as the Q statistic [62]. Then, we see if the chosen model and its parameters fit the
data reasonably or not. If not, the parameters and the model must be re-estimated.

5. Making the prediction: The chosen model is used with suitable parameters to
predict traffic flow.

5.5.2 Machine Leaning Analysis
Support Vector Machine

This is an advanced machine learning method and is widely used for short-term
prediction such as travel time prediction and traffic flow prediction [40]. The SVM
method has an algorithm called support vector regression (SVR), which is used to
solve classification and regression problems [51]. SVM has the ability to predict
unknown data on the basis of the given pattern. It is superior to ANN in terms of
generalization and learning ability [63].

Suppose we have the training data set: {(x1, y1), ... (xu, y»)}. SVR can find
the function that represents the relationship of x and y; also, the function gives the
forecasted value of the new x. The SVR function can be represented as:

f)=w.¢(x;)+b (5.1)

where w and b are the final study variables of SVR, and ¢ (x;) is nonlinear mapping
to high-dimensional space.

5.5.3 Hpybrid Autoregressive Integrated Moving
Average—Support Vector Machine Methodology

As we know, most real-world time series contain linear and nonlinear correlation
structures. Moreover, neither ARIMA nor SVM can capture all characteristics of
traffic flow patterns and provide reasonable prediction accuracy. Thus, we need to
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combine ARIMA and SVM to improve the prediction accuracy. Traffic flow data
contain nonlinear time series with white noise and linear time series, which can
represented as:

Y;=L;+ N, (5.2)

where L; and N; denote the linear and nonlinear parts, respectively. Thus, we can
represent the hybrid prediction model as follows:

1. Step I: Fit the ARIMA model to the linear time series, and the corresponding
predicted L, at time ¢ is obtained.
2. Step 2: Compute the residual e; from the ARIMA model as follows:

=Y, — L, (5.3)
3. Step 3: Model the residual e, by using the SVM model. Thus, the nonlinear traffic
flow time series can be captured. N; is the result of the prediction of the SVM
model.
4. Step 4: Finally, the overall prediction value of the traffic flow time series can
estimated as:

Yl = l’*l + Nt (54)

A flow diagram of the hybrid model is shown in Fig. 5.6.

5.5.4 Model Evaluation

To measure the model performance and the accuracy of the prediction results in
order to compare the proposed model with other models, the following performance
indexes can be used:

1. Mean absolute error (MAE):

1 < )
MAE = ﬁgm) -y @) (5.5)

2. Mean square error (MSE):

1 N
MSE=— |} (1) = y(1)2 (5.6)

i=1
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3. Mean relative error (MRE):

MRE = Z |y (t)y;)y O\ 100% (5.7)
i=1

5.6 Conclusions

In this work, we have reviewed the widely used traffic flow prediction methods along
with the limitations of each method. The traffic data sources have been classified
into six categories and discussed. We have also reviewed high-performance big data
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analysis tools with their advantages and disadvantages. Finally, we have introduced
a tutorial on the process of hybrid modeling for traffic flow prediction. The hybrid
model combines both statistical and machine learning methods. In the proposed
hybrid model, we combine ARIMA for linear time series and SVM for nonlinear
components. The accuracy of the hybrid model can be measured using the discussed
performance metrics, and this is our future work.
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Chapter 6 )
Comparison of Decision Trees and Deep Qe
Learning for Object Classification

in Autonomous Driving

Furgan Alam, Rashid Mehmood, and Iyad Katib

6.1 Introduction

Road transportation is among the grand global challenges affecting human lives,
health, society, and economy, caused due to road accidents, traffic congestion,
and other transport deficiencies. Many approaches have been proposed to address
transportation challenges and develop smart transportation infrastructures, see e.g.,
autonomic transport systems [1-3], vehicular ad hoc network (VANETSs) [4—
6], vehicular systems [6, 7], disaster management [8—12], simulations [13, 14],
logistics and operations research [15—19], big data [20-23], and social media based
approaches [24, 25]. Autonomous vehicles are the latest among the solutions to
radically address transportation challenges.

An autonomous vehicle (AV) is one that can accelerate, increase and decrease
speeds, put and release brakes and steer, itself avoiding any sort of accidents. Such
technology has long been part of Hollywood sci-fi quixotic vision of the future. This
is due to the fact that AVs will free drivers from the boring side of driving during
travel and reduce accident rates by providing breathtaking control over vehicles.
In the past, many attempts have been made but subjected to the limitation of
available technologies. However, in recent years with technological advancements,
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the dream of AVs comes very close to reality. Now we are able to manufacture them
nevertheless they are in their testing phase. AVs have the potential to change how
we look at our surroundings.

The Autonomous Driving (AD) is getting lots of attention and popularity due
to its various benefits [26] and assumed to be an on-road reality soon. Most of the
major industry titans which include Google, Tesla, Ford, Volvo, BMW, Microsoft,
Apple, and others are making huge investments in developing technologies which
will enable AD. A new forecast by Intel and Strategy Analytics research firm
estimated that AVs will be a 7$ trillion market by 2050 [27]. The competition of
which company will bring its AVs first on the road to common public getting so
tough, resulted in various perk luring practices to get skilled engineers from the
rival companies and stealing AVs technologies from the competitors [28—-30]. The
core of these developments revolves around the critical question, how to perceive
the driving environment with higher certainties.

The key technology on which success of AVs depends is how accurately they
are able to perceive the driving environment. The initial step in this quest is to
recognize the static and dynamic objects around the vehicles with higher accuracies.
In a driving environment, this object recognition problem is more complex due to
the fact that it is multi-class problem and given the dynamic nature of the driving
environment which add further complexities to it. AVs consist of several onboard
and off-board sensors such as cameras, LIDAR, Radar, and GPS as illustrated in
Fig. 6.1.

The aim of any object recognition system is to predict with the highest degree of
certainty for the given task. The result evaluation of different classification schemes
can be different in terms of classification accuracies. One classifier tends to produce
better predictions for a particular class, though its overall accuracy can be lower
as compared to the other. The sets of patterns of rightly classified or misclassified
data instances by the distinct classifiers would not certainly coincide, thus this
forms the basis to acquire better classification accuracies through decision fusion

of predictions from various classifiers.

Supervised machine learning algorithms learn using a training dataset which
contains independent variables and their response variables. They keep on learning
until the minimum possible classification error achieved. In our previous work [31],
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Fig. 6.1 General view of the autonomous driving environment
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we developed a methodology to integrate supervised learning and decision fusion
to enhance object classification accuracy in a driving environment, which could
enable an auto-pilot to take better driving decisions. This problem equates to pixel
classification. Our study revealed that the C5.0 decision tree classifier performs
similar to deep learning. This paper extends and investigates the topic further
and compares in depth the performance of deep learning and C5.0 decision tree
classifier for object classification accuracy in driving environments. The terms “deep
learning” and “feed-forward deep neural networks classifier” are interchangeably
used in this paper.
The contributions of this paper are:

*  We manually label 100 images from a subset of KITTI road dataset [32] by using
free-form selection (polygon) rather than a box or rectangular selection. This
means, highly accurate pixel labeling is achieved by carefully selecting only the
area of interest to enhance the training of the algorithm.

* We compare the C5.0 decision tree classifier with feed-forward deep neural
networks classifier and critically analyze both classifiers based on various
performance evaluation parameters including accuracy and prediction speed.

* We investigate in detail whether there is a competitive alternative to deep learning
classifiers for pixel classification problems.

The paper is divided into eight sections. Section 6.2, contains a literature review
and in Sect. 6.3 we explained the dataset and data preparation for this work. Further
in Sect. 6.4, the classifiers are discussed which are used in this work, whereas in
Sect. 6.5, the proposed method has been explained in detail. We represent the results
of the proposed method in Sect. 6.6 and the comparison results in Sect. 6.7. Finally,
conclusions are drawn in Sect. 6.8.

6.2 Literature Review

Machine learning is a mighty artificial intelligence (AI) tool which helps us to
understand the complicated world around us by learning. Nowadays machine
learning is applied in almost every field such as biomedical, education, busi-
ness, security, robotics, weather forecasting, networking, and much more [33-37].
Machine learning which eventually uses to develop Al for autonomous vehicles
(AVs), ranges from infotainment systems to advanced driver assistance systems
(ADAS) and further to complete self-driving auto-pilots. With machine learning, Al
systems continuously learn from experience by their ability to foresee and identify
the happenings in their surroundings, which is promising to be highly constructive
when integrated into a software architecture of AVs. Search engine giant Google
and Tesla have been doing considerable research and development for developing
the Al capabilities for their autonomous cars, albeit in a more vocal manner than
their counterparts. Perceiving driving environment is the key problem for facilitating
safe and smooth autonomous driving. The problem starts with recognizing static
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objects (road, speed breakers, traffic light, buildings) and dynamic objects (cars,
cycles, trucks) around AVs. All the different objects must be classified by an object
recognition system which is a multi-class problem for AVs and has been well studied
in [38—40].

Identifying, tracking, and avoiding human beings is a pivotal capability of AVs.
Pedestrian recognition must guarantee the safety of humans walking on footpaths
and crossing the roads while auto-pilots are driving AVs which is studied in [41—
43]. At Google, research scientist, Anelia Angelova introduced a novel pedestrian
detection system that only requires video images [44]. Similarly to [44] in [45],
the deep learning based video-only pedestrian detection system is presented which
is under development at the University of California, San Diego. Works like [44,
45] could make human detection systems for AVs to pinpoint humans using low-
cost sensors like cameras alone without using expensive Lidar units which can
reduce the cost of AVs considerably with high reliability. The developments in [44,
45] also support the arguments of Tesla CEO Elon Musk against using expensive
Lidar technology for self-driving cars. A realistic situation can arise when AVs will
have a sudden encounter with a pedestrian, to save lives and avoid collision with
a pedestrian is a crucial and complex problem. In paper [46], the author studies
the problem of detecting sudden pedestrian encounters to aid drivers to avert any
sort of accident. Road detection is a crucial problem for AVs as it decides how
much space is available for driving and turning to ensure safe and smooth driving.
In recent years, a lot of development has been seen in this area [47-49]. For this
purpose in [50], the authors proposed a road detection technique using SVM which
automatically updates the training data to minimize classification error. Similarly,
in [51], linear SVM is used for Segment-Based Fractal Texture Analysis (SFTA)
and compared with the multi-layer convolutional neural network (CNN). Both
linear SVM and CNN produced very high classification accuracies. However, CNN
showed slightly better specificity.

Another way to perceive the driving environment is to combine multiple
decisions or multiple sensor data for deducing the driving environment. This can
also be defined as data fusion which is well studied from various perspectives in
one of the latest and comprehensive surveys [52]. The paper review mathematical
methods for data fusion, specific sensor environments. Further authors discussed
the emerging trends which would be benefited from data fusion [52]. For example,
combining GPS and camera images to predict safe driving distance to another
vehicle on the road. Combining the multiple inputs or features into a single output is
a complex problem but the outcome tends to show more certainty than single sensor
data analytics as achieved in proceeding literature. For example in [53] authors
fuse cameras images and LIDAR for deducing driving environment by labeling
segments of images, whereas in [54] object grid maps are created by combining
camera images and laser. In literature such as [41, 42], the single feature set is used
to identify humans. Solving the same problem, though using multi-sensor data, a
smoothing-based depth up-sampling method for human detection is proposed in
[55] which fuses camera images and LIDAR data. Furthermore in [56], authors use
knowledge of object classes to recognize humans, car obstacles, and bicyclists. A
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multi-layer perceptron (MLP) classifier is used in [57] to recognize, interpret, and
track autonomous moving objects. Blend of stereo vision, LIDAR, and stereo vision
data is used and supplied to MLP in [57] as input. Hane et al. use images from
cameras with wheel odometry for drawing out static obstacles [58], whereas in [59]
Dempster Shafer theory of evidence is used to integrate sensors data to classify the
obstacles.

Combining the results of multiple classifiers tends to produce better results,
this is a well-proven concept. This sort of combination is known as Decision
Fusion (DF). However, it is important to select a combination of right classifiers
in order to take benefits from DF. In one of such work [60], authors critically
examine the use of the p-correlation as a way to quantify the classifier diversity
for selecting classifiers for fusion. DF methods are used successfully for image
classification problems. A scheme to aggregate the results of different classifiers
is proposed in [61]. Situations, where the classifiers disagree with each other [34],
are solved by computing the pointwise accuracy and finding the global reliability
[62]. Traditional methods for hyperspectral image classification typically use raw
spectral signatures without considering spatial characteristics. In work [63], a
classification algorithm based on Gabor features and decision fusion is proposed.
First, the adjacent and high correlated spectral bands are intelligently grouped
by coefficient correlation matrix. Following that, Gabor features in each group
are extracted in PCA-projected subspaces to quantify local orientation and scale
characteristics. Afterward, locality preserving non-negative matrix factorization is
incorporated to reduce the dimensionalities of these feature subspaces. Finally,
the classification results from Gaussian-mixture-model classifiers are merged by
a decision fusion rule. Experimental results show that the proposed algorithms
substantially outperform the traditional and state-of-the-art methods. Majority of
AVs researches are based on binary classification problems and less attention has
been given to challenging multi-class problems.

In this paper, we considered the binary classification problem of road detection.
One of the primary tasks of AVs is to drive within the drivable area available to them.
Driving surface identification is an important and critical task in the overall success
of AVs in the future [64]. Several methods in the past have been proposed to solve
this problem [65—67]. To the best of our knowledge, no literature exists with respect
to autonomous driving that takes leverage from connecting vehicles paradigm and
information fusion for better driving scene understanding.

Road detection for the AD is an important problem. In recent years, a lot of
development has been seen particularly focused on road/lane detection methods
[47—-49]. The paper [47] proposed an algorithm for AV for road shape identification
with the help of LIDAR by identifying geometric features. Data is fused from
multiple LIDAR for identifying geometric features like berms and curbs as well
as obstacles. Road shape is represented using Taylor series expansion used in [68]
as:

2 x3

X
Y(x)=YO+taH(®)X+C07+C1g (6.1)
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where lateral offset between road and AV, curvature and curvature rate of the road,
and angle of the road relative to the AV are represented by (yo, Co, C1, ¢). Each
cell in obstacle map M;; € {unseen, empty, small, medium, lethal}. For road tracking,
several observation models are possible. For [47], authors selected the model based
on exponential density as:

p(xly) oce”C2) (6.2)

where C(x,z) is the weighted sum of possible objectives. The model provides
smooth turning. Using the algorithm, AV drives through roadways successfully
without the need of different parameter settings for different driving environments.
Urban scenes may present additional challenges such as intersections, multi-lane
scenarios, or clutter due to heavy traffic.

In [48], the authors present an integrative lane detection approach which can
work in real time with a significant amount of adaptability based on urban and rural
driving environments. It is assumed in [48] a colored forward facing camera is fixed
at the center of the windshield. The lane width is given as L = Dy + Dg, where
horizontal distance in meters from the left lane is D;, and Dg which is the distance in
the meter from the right lane border. Images are converted to illuminant-invariants as
to remove shadows. For the purpose of lane identification, the algorithm uses ridge
which is low-level image feature that measure of crease-ness and road geometry
estimation is done by Random Sample Consensus (RANSAC) algorithm, which
is fed up with detected ridges. Simulations are done on both pre-scan and KITTI
datasets [69]. Quantitative evaluation has been done by using pixel-wise measures,
which are precision (P), recall (R), and effectiveness (F) given as:

Xl

P= ST (6.3)
I

R= Zzgg (6.4)

F= ;iRR (6.5)

For given color images, ground-truth mask is G and I, is the segmentation results.
In paper [49], authors present an approach that produces reliable results exploiting a
robust polyline matching technique. The proposed solution has been designed from
the ground up so that only very limited hardware resources are required: just one
camera is used and the processing is fast enough to be compatible with mainstream
DSP units. These works focused particularly on the lane marking in urban areas
where the roads infrastructure is well developed. However in underdeveloped rural
areas where marking lanes is not easy due to the poor road infrastructure, few ML
and deep learning (DL) based methods are proposed for road detection [70-73].
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An increasing safety and reducing road accidents, thereby saving lives are one of
great interest in the context of Advanced Driver Assistance Systems. Apparently,
among the complex and challenging tasks of future road vehicles is road lane
detection or road boundaries detection. It is based on lane detection (which includes
the localization of the road, the determination of the relative position between
vehicle and road, and the analysis of the vehicle’s heading direction). One of the
principal approaches is to detect road boundaries and lanes using the vision system
on the vehicle. However, lane detection is a difficult problem because of the varying
road conditions that one can encounter while driving. In paper [74], a vision-based
lane detection approach capable of reaching real-time operation with robustness to
lighting change and shadows is presented. The system acquires the front view using
a camera mounted on the vehicle then applying few processes in order to detect the
lanes. Using a pair of hyperbolas which are fitting to the edges of the lane, those
lanes are extracted using a Hough transform. The proposed lane detection system
can be applied to both painted and unpainted road as well as curved and straight
road in different weather conditions. This approach was tested and the experimental
results show that the proposed scheme was robust and fast enough for real-time
requirements. Eventually, a critical overview of the methods was discussed, and
their potential for future deployment was assisted [74].

6.3 Dataset and Data Preparation

We used KITTI datasets [32] in our work [31], where we have used two feature sets
which are (R,G,B) values of the pixels and spatial values of each pixel in the image
frames of dimension 1242 x 375 as depicted in Fig. 6.2. We create a dataset which
has four attributes, namely 1, g, b, X, y, class. We used Raster package [75] in R, to
compute pixel values and location of each pixel in the image frame.

Further, we manually labeled the images from a subset of KITTI city dataset [32]
by using free-form selection (polygon) rather than a box or rectangular selection
which is further depicted in Fig. 6.3. This means highly accurate pixel labeling is
achieved by carefully selecting only the area of interest to enhance the training of
the machine learning algorithm. After selecting pixels of a particular object, we
manually labeled every object pixel and spatial values to make the final dataset.

1 2
R X ‘ 0
Image Frame ¥ Final Dataset & " 1 15 285 1405 Ca
B Pixel location 7 " 4 y ne 945 Rosd
; ? s 1 0 46 535
- - . Pixel values Feature Set2 s 7 e s mes
Image Dimensions 1242 x 375 Feature Sat 1 z 3 = R

Fig. 6.2 Data preparation process
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Fig. 6.3 Object labeling process. The image is taken from the KITTI dataset [32]

Our dataset in [31] contains 380,000 rows and six attributes and we divided the
datasets into two parts which are training 60% and 40% testing. Further, we used
the SMOTE algorithm on training data to overcome the class imbalance problem
which is discussed in the proceeding section.

In this paper, we are using a bigger dataset to perform a comparative analysis
between C5.0 decision tree classifier and feed-forward deep neural networks
classifiers from KITTI road dataset [32]. We are using 100 video frames of the
same size as used in [31]. This dataset contains 46,575,000 rows with four attributes,
namely (RGB) pixels values and class labels (road, background). In this work, we
are addressing the binary classification problem of predicting drivable surface (road)
and non-drivable surface (background).

6.4 Algorithms

In this paper, we performed comparative analysis in which we used several super-
vised machine learning algorithms based on their prediction accuracy, execution
time and scalability for classification and decision fusion through majority voting.
In this paper, our focus is primarily on C5.0 decision tree classifier and Feed-forward
deep neural networks classifiers.



6 Comparison of Decision Trees and Deep Learning for Object Classification. . . 143
6.4.1 Decision Tree

C5.0 classifier is a supervised learning algorithm which builds a decision tree using
the concept of information entropy proposed by Ross Quinlan [76]. It can handle
both continuous and discrete attributes. In this work we used C5.0 decision tree
classifier, which is an extension of C4.5 and is also commercially sold by Ross
Quinlan. The reason to use the C5.0 decision tree classifier for this work lies in the
fact that it is extremely fast, several folds faster than its predecessor C4.5. It can
take benefits of multi-core and multiple CPU [77]. Further, it has better memory
management, which is needed because a significant amount of data processing is
required particularly in RGB image classification. It can give similar or better results
to C4.5 and forms significantly smaller decision trees. In Fig. 6.4, we depicted
sample decision rules of C5.0 decision tree classifier for pixel classification.

C5.0 decision tree classifier is widely used in satellite image classification.
Various variants of decision trees including C5.0 decision tree classifier are used
in the land cover classification of satellite imagery in [78], crop classification in
China’s North Xinjiang area in [79] and for improving classification of land cover
by pixel integration and decision trees in [80]. Further, an optimized version of the
C5.0 decision tree classifier which uses Bayesian theory is proposed in [81]. C5.0
decision tree classifier is a very good choice if the dataset contains few features like
in the case of the pixel, only three (RGB) values need to classify. However, C5.0
decision tree classifier learns slowly if datasets have too many features.

Fig. 6.4 C5.0 decision tree classifier sample rules for pixel classifications
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6.4.2 Support Vector Machine

Support vector machine (SVM) is one of the most accurate classifiers and have a
sound theoretical foundation. SVM constructs hyperplane or a set of hyperplanes for
performing classification and regression [82]. It can compete with far more complex
modern-day classifiers in terms of accuracies and it is considered one of the best
classifiers which are listed among the top 10 machine learning algorithm [77]. SVM
is used widely for image classification problems such as image segmentation of
colored images [83, 84], image classification through remote sensing [85, 86], and
face recognition [87, 88]. SVM based classifications are very accurate, particularly
for binary classification problems. However, they are not fast enough if compared
to deep learning algorithms.

6.4.3 Deep Learning

Deep learning (DL) mimics a neural system of humans for performing learning
task. It belongs to the family of artificial neural networks. It digs deep into the
data and finds out the complex relationships among data elements. Deep learning
algorithms are now widely used in image recognition [89, 90], natural language
processing [91-93], speech recognition [94, 95], weather forecasting [96, 97], and
bioinformatics [98, 99] due to its quality of producing highly accurate predictions,
though DL is computationally expensive. To develop a further understanding of
various deep learning architectures, models, and their mathematical formulations in
a more comprehensive manner, work such as [100—103] can be investigated further.
In Fig. 6.5, we depicted classical deep learning architecture.

Fig. 6.5 Classical
architecture of deep neural
networks
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6.5 Proposed Method

In this paper, our prime focus is to critically compare C5.0 decision tree classifier
with feed-forward deep neural networks classifier. Whereas in work [31], our prime
focus is to identify data instances which are most difficult to classify for the given
supervised machine learning algorithm, prior to classifying them and to reclassify
the predicted misclassified data. We divide our main method [31] into two phases.
In the first phase, we carefully train our models and generate data for the training of
proceeding stage because, from stage-2 onwards, machine learning algorithms need
to be trained with the data specific to that stage. In the second phase, we test our
whole method to predict its accuracy.

All the experimentations are performed on the R statistical machine learning
platform, and H20 [104], C5.0 decision tree classifier [105], and Caret [106]
libraries are used. All the simulations are carried out on the Aziz supercomputer.
The Aziz supercomputer is Fujitsu made and is able to deliver peak performance of
230 teraflops. It has a total of 11,904 cores in 496 nodes. Aziz was ranked number
360 in the June 2015 Top500 competition (http://www.top500.0rg/); currently, it is
at number 491 (November 2015).

6.5.1 Training

Formally we can define our training process as, for the given training set
(X;, Y;), we want to generate a classifier function f to predict ¥; labels for new
X; = (ri1, 8, bi3, xia, yis). In work [31], the training process is very critical and
the core of the work. It serves two purposes. Firstly, identify accurate machine
learning models and secondly, generate dataset for next stage. For method depicted
in Fig. 6.6, as input we used data; to train C5.0 decision tree classifier and to make
data for training of the next stage. We predicted class labels using data;.

Misclassified data instances in [31] are only 2.71% of the whole data. Training
C5.0 decision tree classifier for predicting misclassified (miss) and rightly classified
(hit) data labels produced results with high accuracy. However, the prediction
accuracy of misclassified data instances is below 50%. This is due to the imbalance
dataset problem. To counter this, we used the SMOTE algorithm [107], to generate
balanced and massive data of 1.5 million rows for training C5.0 decision tree
classifier for predicting miss and hit and update data; accordingly. Then we
separated miss and hit data. Further miss dataset (Dmml) is used to train classifiers
for majority voting in [31]. Same steps are repeated to train classifiers n number of
times. Class labels which are predicted at different stages are combined together in
Pfina1 based on row indexes of original input data.

Whereas in this paper, we are using a far bigger dataset which contains
46,575,000 rows. For training, we used 60% data that is 27,945,000 rows with class
labels and for testing, we used the remaining 40% data that is 18,630,000 rows of
unlabeled data.
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Fig. 6.6 Training method Input:  data,, data,
Output: Trained Models
1. f ={ Train M; = 5.0 (data;)
2. Predict P, « M, (data;)
3. For(i to nrow(data,))
4. {
5. If(datay[class, i]! = B[i])
6. {datay[status, i] = "miss"}
7. }
8. My~ [€5.04 (Diniss, ). SV My (Duiss, ) DLy (Diiss )]
9. # Accuracy Table of each classifier and Majority Vote
10. Ty=[P(M],), P(C5.04), P(SVM,;), P(DLy)]
11 # Function to select classifier or Majority vote based
#on highest classification accuracy and named as M,
12 My = maxAce(Ty)
13. Predict Py «— Ma(Dyniss,)
14. For(ito nrnw(Dmml))
15.
16. If (Dimiss, [elass, ] = Pyli])
17. {Dml'ss( = Dml'ssl [i]}
18. }
20. Repeat from line 8 to 16, n times, incrementally and save
each trained classifier so to use them during testing
21. Predict Pring +— MergeRowsindexwise(Py, Py, Py, ... By}

6.5.2 Testing

The testing process is explained in Fig. 6.7, which is self-explanatory in nature. We
used the classier function f obtained from the training process, to predict Y; label for
new X; = (ri1, g2, bi3, xia, yi5). All trained classifiers are used in the testing phase.
In Fig. 6.7, from stage-2 all the steps are repeated n number of times. In this work,
we used n = 2; however, it can be more but will reduce the prediction speed.

6.5.3 Comparison

Our previous work [31] strongly pointed out that the C5.0 decision tree classifier
performed very close to feed-forward deep neural networks classifier. Therefore
to have more convincing evidence for this, in this paper, we compared the above-
mentioned classifiers. While testing D2TFRS [31], we used a small dataset as
explained in Sect. 6.3. However, for this work, we used a bigger dataset which
contains more than 40.5 million rows. To speed up C5.0 decision tree classifier
prediction, we process it in parallel using a thick node of Aziz supercomputer which
has 24 cores and 256 GB memory [108]. First, we trained the C5.0 decision tree
classifier, then the dataset is broken down into 24 sub-datasets. Each core of Aziz
process trained C5.0 decision tree classifier to predict each sub-dataset and 24 cores
predict together in parallel. This is done to match-up the prediction time with feed-
forward deep neural networks. In Fig. 6.8, we depicted the parallel execution model
for the C5.0 decision tree classifier.
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Fig. 6.7 Block diagram of proposed D2TFRS
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Fig. 6.8 Block diagram of C5.0 decision tree classifier execution in parallel

We constructed feed-forward deep neural networks classifier, to find the best
parameters for obtaining best results we performed hyper-parameter tuning through
grid search using Aziz [108]. We achieved best accuracy of 93.89269% for feed-
forward deep neural networks model with epochs (1000), hidden (64,64,64), activa-
tion (rectifier), L1 (0), L2 (0), rate (0.005), adaptive_rate (False), rate_annealing
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Fig. 6.9 AUC curve training vs validation for deep learning

(1e-06), input_dropout_ratio (0.1), and stopping_metric (AUC). The area under
curve (AUC) plot training vs validation of feed-forward deep neural networks
classifier is given in Fig. 6.9.

6.6 Results and Analysis

To evaluate our results, we compared D2TFRS method to C5.0 decision tree and
AdaBoost classifiers. We used confusion matrix, sensitivity, and specificity as the
benchmarks for results evaluation.

6.6.1 Confusion Matrix

A confusion matrix (CM) is a table which shows actual versus predicted data labels.
The sum of diagonal (SoD) of CM represents the correctly classified data label, thus
it can be used to compute classifier accuracy too which can be given as:
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Fig. 6.10 Confusion matrix Confusion Matrix of C5.0 Classifier
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Accuracy% = (SoD/Sum of all cells of CM) x 100

In Fig. 6.10, we visualize the CM of the D2TFRS method, C5.0 decision
tree, and AdaBoost classifiers. SoD which is the green color cells in Fig. 6.6,
for each classifier represent rightly classified data labels. D2TFRS outperformed
the AdaBoost classifier by getting 6.48% better classification accuracy. D2TFRS
performed better than C5.0 decision tree classifier which produces a classification
accuracy of 97.29%, which is 1.33% less than the classification accuracy of
D2TFRS.

6.6.2 Sensitivity and Specificity

Sensitivity can be defined as the proportion of actual class labels which are correctly
predicted by the classifier, whereas specificity is the ability of the classifier to
identify negative results. Important terms used to calculate sensitivity and specificity
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Fig. 6.11 Sensitivities measurement of C5.0, AdaBoost, and D2TFRS

are a number of true positive (TP), number of true negatives (TN), number of false
positive (FP), and number of false negatives (FN), respectively.
Mathematically, these can be expressed as:

Sensitivity = TP/ (TP 4 FN) (6.7)
Specificity = TN/ (TN + FP) (6.8)

In terms of sensitivity and specificity, D2TFRS performed better than C5.0
decision tree and AdaBoost classifiers for all classes as depicted in Figs. 6.11
and 6.12. AdaBoost performed worst among the three, whereas C5.0 decision
tree classifier performed better than AdaBoost but lacks slightly behind proposed
D2TEFRS. Further, a graphical comparison of sensitivities and specificities are given
in Figs. 6.11 and 6.12.

6.6.3 Kappa and Speed

Kappa («x) is an index that considers an observed agreement with respect to a
baseline agreement [109]. k is a statistical benchmark to measure classification.
There are no universal acceptability criteria on how to interpret k. However first
of its kind guidelines are given by Landis and Koch. Value of « nearer to 1 means
substantial or almost perfect agreement, whereas the value of « farther from 1 means
no agreement or slight agreement. For more detail, characterization of x can be
found in [110].
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Table 6.1 Hyper-parameter Tuning

Parameters Values

Epochs 100, 400, 800, 1000, 2000

Hidden (32,32), (64,64), (128,128), (256,256), (32,32,32), (64, 64, 64), (128,
128, 128), (256, 256, 256)

L1 0, le-3, le-5

L2 0, le-3, le-5

Activation Tanh, TanhWithDropout, Maxout, Rectifier, RectifierWithDropout,
MaxoutWithDropout

Input dropout ratio | 0, 0.1, 0.05

Rate 0.01, 0.02, 0.005

Rate annealing le-8, le-7, le-6

Adaptive rate True, False

Stopping metric AUC, RMSE

Mathematically, ¥ can be expressed as:

k= (po—pe)/ (1 = pe) (6.9)

where an observed agreement is given as p, and expected agreement is given as p,.
The value of « is always <1. Values of « are given in Table 6.1. Proposed method,
D2TFRS, has an almost perfect agreement which is nearest to 1 as compared to C5.0
decision tree and AdaBoost classifiers.

In terms of speed, C5.0 decision tree classifier took 5.11 s which is almost five
times faster than D2TFRS which took 24.09 s and AdaBoost took 125 s with 20
iterations for which boosting is run. We strongly believe parallelization can increase
the speed of D2TFRS by several magnitudes, as in this work D2TFRS implemented
sequentially not in parallel. Further details of accuracy, Kappa, and speeds can be
found in Table 6.2.
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Table 6.2 Classification

d Accuracy (%) | Kappa | Speed (s)
statistics

C5.0 97.29 0.9658 |5.11
AdaBoost | 92.14 0.9012 | 125
D2TFRS | 98.62 0.9825 | 24.9

6.7 A Detailed Comparison of C5.0 and Deep Learning
Results

For comparative analysis, we used confusion matrix, sensitivity, specificity, kappa,
prediction accuracy, and time taken to predict as performance evaluation parameters
which is explained in Sect. 6.6 in detail. In terms of prediction accuracy, both
classifiers performed very close. The prediction accuracy of the C5.0 decision tree
classifier is 93.9367%, whereas feed-forward deep neural networks are 93.8926%.
In terms of sensitivity, C5.0 decision tree classifier performed slightly better than
feed-forward deep neural networks classifier; however, in terms of specificity feed-
forward deep neural networks classifier performed vice versa.

We implemented the C5.0 decision tree classifier in parallel so to match-up the
prediction speed with feed-forward deep neural networks classifier. Despite parallel
implementation, C5.0 decision tree classifier took 69 seconds whereas feed-forward
deep neural networks classifier took 105 seconds. This clearly shows that feed-
forward deep neural networks classifier outperformed C5.0. Further, Figs. 6.13 and
6.14 can be referred for detailed results in this respect.

6.8 Conclusion

Autonomous vehicles (AVs) are not anymore a future imagination of vehicles which
can drive itself without any sort of human assistance. AVs are nowhere though
they are in the final phase of testing before public use. In this paper, we compared
the C5.0 decision tree classifier with feed-forward deep neural networks classifier.
To maximize the speed of C5.0 decision tree classifier by several magnitudes,
we implemented it in parallel. We are able to minimize prediction speed of C5.0
decision tree classifier considerably using a combination of parallel programming
and high performance computing through Aziz supercomputer.

This comparative analysis is specifically for pixel-based classification problems.
In this paper, we focused on AVs. We clearly see that the C5.0 decision tree
classifier performs at par with feed-forward deep neural networks classifier in terms
of classification accuracy. However, in terms of prediction speed, feed-forward
deep neural networks classifier outperforms C5.0 decision tree classifier even after
parallelization. Our work in this paper shows that for pixel classification problems
C5.0 decision tree classifier can be a good choice and an alternative to resource
exhausting deep learning algorithms if prediction speed does not matter much.
However, for near real-time and real-time predictions, deep learning algorithms hold
the edge.
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Chapter 7 ®
A Smart Disaster Management System oo
for Future Cities Using Deep Learning,

GPUs, and In-Memory Computing

Muhammad Aqib, Rashid Mehmood, Ahmed Alzahrani, and Iyad Katib

7.1 Introduction

Smart cities appear as “the next stage of urbanization, subsequent to the knowledge-
based economy, digital economy, and intelligent economy” [1, 2]. Smart cities aim
to “not only exploit physical and digital infrastructure for urban development but
also the intellectual and social capital as its core ingredient for urbanization[1, 2].
Smart cities are driven by, or involve, integration of multiple city systems, such as
transport, healthcare, and operations, and hence are considered a major driver for
the transformation of many industries [2, 3]. Smart society is an extension of the
smart cities concept, “a digitally-enabled, knowledge-based society, aware of and
working towards social, environmental and economic sustainability” [2]. A recent
book has covered a number of topics related to smart cities and societies [4].

Smart cities rely on dynamic monitoring and management of city assets and
systems and this generates data [5, 6] of diverse characteristics, known as big
data. Formally, big data refers to the “emerging technologies that are designed to
extract value from data having four Vs characteristics; volume, variety, velocity
and veracity” [7]. Big data leverages distributed and high performance computing
(HPC) technologies to manage and analyze data. These two technologies (big data
and HPC) are converging to address their individual limitations and exploit their
synergies [8].
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Smart cities must be equipped with disaster and emergency management systems
to manage manmade and natural calamities such as floods, hurricanes, earthquakes,
fires, and terrorist attacks. Disasters not only result in loss of human lives but
could also damage the economy. For example, the June/July 2018 floods in Japan
left around 200 people dead and many injured. Millions of people were ordered
to evacuate the affected areas, and thousands were transferred to temporary shel-
ters [9, 10]. Rescue teams comprised of workers from civil defense and many other
organizations. They worked round-the-clock to overcome the disastrous situation
in the affected areas. The cost of flood rebuilding was estimated to be $2bn [11].
The Barcelona terrorist attack of August 2017 resulted in 24 deaths and 152 injured
people. Earlier, the cost of 2011 Japan earthquake and tsunami disaster alone was in
excess of 200 billion USD in addition to the irrecoverable loss of over 18 thousand
lives [12].

The advent of many new technologies has improved our ability to manage
disaster situations. Many governments around the world are applying these new
techniques and technologies to minimize the effects of these disasters. Plans are
made to respond not only during the disaster situation, but also after the disaster,
and more importantly, how to prevent or minimize the effects of disasters before its
occurrence.

Mobility plays a key role in effectively managing disaster situations [13]. Smart
mobility requires smart transportation infrastructures [14, 15]. Many approaches
have been developed to improve transportation. These include, for example, social
media based approaches [16—18], big data based techniques [15, 19, 20], HPC based
techniques [15, 19, 21, 22], vehicular networks (VANETSs) and systems [23-26],
modeling and simulations [27, 28], methods to improve urban logistics [15, 19,
21, 29, 30], and solutions based on autonomous vehicles and autonomic mobility
systems [31-34].

Smart mobility allows smooth evacuation of people from the affected areas by
dynamically monitoring the disaster-affected areas as well as the other adjacent
areas to avoid road congestion, blockages, and chaos. Traffic data is collected
from various static and mobile sensors including those deployed under and over
the road networks. These could include inductive sensors, motorway incident
detection and automatic signaling (MIDAS) loops, GPS sensors, VANETSs, cameras,
image processing systems, and many more. The collected data is analyzed to
monitor traffic flow and other metrics, and is used to devise navigation strategies
to provide emergency services and smooth evacuation from the affected areas,
avoiding congestion, minimizing risks to public safety, and economic losses.

Our research focuses on using emerging technologies to develop cutting edge
solutions for disaster management. We have proposed a cloud computing based
disaster management system along with its implementation in [13]. The work
was extended in [35] leveraging VANETSs to sense traffic related information
and propagate navigation instructions. These works were based on macroscopic
modeling. Further improvements to the disaster management system were proposed
in [12] where microscopic modeling was used to improve and validate the earlier
results. Moreover, different evacuation strategies were used to investigate the



7 A Smart Disaster Management System for Cities using Deep Learning 161

performance of evacuation operations on the proposed disaster management system.
Further extensions of the proposed system were reported in [36, 37] using various
evacuation strategies.

The availability of various data related to smart environments, generated, for
instance, by the internet of things (IoT), and the advancements in artificial intel-
ligence (AI) has provided new opportunities for data-driven studies (see, e.g., [2,
3, 38]). Deep learning has emerged as a promising Al technology with reportedly
higher prediction accuracy, albeit higher computational costs [39]. In [22], we
extended our work by using deep learning to predict traffic plans for evacuation in
disaster situations. We had used in-memory computations and graphics processing
units (GPUs) to address intensive and timely computational demands in disaster
situations.

This paper extends our earlier work and provides extended analysis and results of
the proposed system. A system architecture based on the in-memory big data man-
agement and GPU-based deep learning computations is proposed. The background
technologies have been elaborated. An extended literature review is provided. We
have used road traffic data made publicly available by the UK Department for
Transport (DfT). The results show the effectiveness of the deep learning approach
in predicting traffic behavior in disaster and city evacuation situations. To the best
of our knowledge, this is the first proposal where deep learning, in-memory data-
driven computations, and GPUs are brought together for timely, compute intensive,
predictions of road traffic in disaster situations.

The rest of the paper is organized as follows: Sect.7.2 provides background
material introducing the tools and technologies used in our work. The related work
is discussed in Sect. 7.3. Our proposed framework is introduced in Sect. 7.4. In order
to find suitable city data, we have examined a number of datasets and their details are
given in Sect. 7.5. These could be useful for the researchers working in related areas.
Performance evaluation and analysis of the proposed system is given in Sect. 7.6.
Finally, in Sect. 7.7, we conclude the paper with directions for the future work.

7.2 Background Material

In this section, we will give a brief introduction to the tools and technologies used
in our model in specific and some tools and simulators that are used for traffic
modeling in general.

7.2.1 Graphical Processing Units

In this section, we will give an overview of the GPU architecture. A GPU chip
contains multiple multi-processors (MPs) and each MP contains many stream-
processors (SPs). Instructions are executed in SP like ALU in CPU. Different tasks
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are performed on MPs and they are mutually independent to each other, whereas
the SPs in an MP execute the same operations on different data items. To store data,
each SP has its own register to store variables and temporal data. An SP cannot
access the registers of other SPs in an MP. For this purpose, there is a shared on-
chip memory that is accessible to each SP in that MP. In addition to this, an off-chip
shared memory, called global memory is also available and it can be accessed by all
the SPs in all the MPs. This global memory is connected externally to the GPU chip
and it is much larger in size but the access to this memory is much more expensive
than that of the on-chip shared memory inside the MPs.

Programs in GPU are executed with the help of compute unified device architec-
ture (CUDA) toolkit offered by Nvidia and detailed execution flow of a CUDA, the
logical structure of kernel threads, and logical to physical mapping in GPU are also
part of the discussion.

7.2.2 In-Memory Computing

For computation purposes, data is normally stored on disks that provide the facility
to store a large amount of data. In addition to disks, other memory storage
components are also used for this purpose that include registers, cache, and main
memory. These storage components differ in size and also in performance. Registers
are the smallest ones in terms of capacity to store data but these are the most efficient
in terms of speed. Then there are caches and main memory in this hierarchy, which
are much smaller than disks but provide higher speed to access data. In recent
years, the main memory size has also been increased and its cost is also decreasing
that make it possible to use large amount of main memory to perform compute
intensive tasks. Due to increased size, it is capable to hold a large amount of data
as well, thus making it easy for the programs to access that data on low I/O costs.
In-memory computing also supports the technique to store the data required for
processing on the main memory instead of storing it on the disks. This idea was
introduced a long ago but high price and availability of low storage capacities were
the constraints in using in-memory technique to deal with large amount of data. Now
using in-memory, a large amount of data could be stored into the main memory for
processing. In case of big data, where data size is large enough so that it could not
be stored in main memory of a single computer, it is normally distributed among
multiple nodes in a cluster of compute nodes and each node is assigned a block
of data according to its capacity. Many frameworks exist that distribute the data to
all the nodes in the cluster to be stored on the main memory and then processed.
The results generated by the individual nodes are then combined to generate unique
output.

Due to increase in cost of energy and increase in its demand as compared to
the production rate, researchers are now finding the ways to optimize the existing
systems or methods to develop the new energy efficient systems. The authors in
[40] have studied the role of database software in order to improve the efficiency
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of a server. According to them, among the nodes in a scale-out architecture, the
highest performing one is considered as the most energy efficient configuration.
Also the power consumed by different operators like joins, sorts, etc., varies and
also the CPU power consumption and its utilization are not linearly related to
each other. In a survey of the energy efficiency techniques [41] have focused on
the characteristics of the two main power management technologies: static power
management (SPM) systems and dynamic power management systems (DPM). The
article presents a brief discussion on the techniques proposed by researchers to
reduce the power consumption in cluster computing systems. The pros and cons
of both the methodologies have been discussed in detail. Non-volatile memory has
great importance in main memory data management systems. But it has many issues
as well and energy consumption is one of them. A technique has been proposed
in [42] that deals with the high energy consumption rate during write operations
in phase change memory (PCM). A solution based on out of position PCM write
operations has been proposed that reduces power consumption, however, degrades
the system performance. PDRAM [43] is another approach for in-memory data
management systems based on the phase change random access memory (PRAM)
and DRAM. The authors have proposed an approach that deals with the low read
and standby power and DRAM has low write power by providing a hybrid hardware
software solution. Some other techniques that do not suggest the storage of whole
data in main memory also propose a mechanism to store the data needed for
computation in main memory. Such a technique [44] proposes the bulk copy and
initialization completely in the DRAM, which in return reduces the data transfer
over the memory channels and thus saves energy. The proposed technique is named
as RowClone and it copies the complete row of data from source to a row buffer and
then from the buffer to the destination. As part of semi-structured data processing,
SAP HANA provides the facility to process graphs data.

7.2.3 Deep Learning

A branch of computer science that gives the computers the ability to learn them-
selves like human beings is known as machine learning. Machine learning does not
require programmers to program something explicitly to tell computers to perform
a specific task. Instead, machine learning algorithms train computers using different
algorithms to predict the output when a specific input is given. Techniques that
enable computers to learn something without explicit programming are divided into
two main categories in machine learning. These are known as supervised learning
and unsupervised learning techniques. Artificial neural network, clustering, genetic
algorithms, and deep learning are some examples of machine learning techniques.
In this section, we will focus on the deep learning techniques and work done in this
domain.

Deep learning approaches have been classified into different categories based
upon the nature and training and testing strategies. These include convolutional
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neural networks (CNNs), restricted Boltzmann machines (RBMs), autoencoders,
and sparse coding techniques [45]. In this work, we are using CNNss for training and
testing purposes. So, we will discuss them in detail in the following paragraph.

Convolutional Neural Networks (CNNs) In the CNNs, multiple layers including
convolutional, pooling, and connected layers are used for training purpose in a
robust manner. The authors in [45] have defined a general architecture of CNN for
image classifications. The whole process is divided into two main phases: forward
phase that includes convolutional and pooling layers and backward phase where
fully connected layers are used to produce the output.

Convolutional neural networks are the hierarchical neural networks and their
convolutional layers alternate with subsampling layers like simple and complex
cells in the primary visual cortex. CNNs vary in how convolutional and subsampling
layers are realized and how the nets are trained [46].

7.2.4 Microscopic Models and Tools

In this section, we will discuss the microscopic model that is used in traffic
management works. Although, instead of using these models or any other related
simulation tools, we are using deep learning to forecast traffic plans in disaster
situations but here we are giving a brief introduction about other techniques to give
an overview of these models to the readers.

Lighthill-Whitham—Richards (LWR) model [47, 48] is a macroscopic model that
could be used to analyze the traffic behavior in roads. It uses some traffic data
characteristics like speed, flow, and density. This model could be derived from the
following equation:

0 apu
dp , dpu

=0 7.1
Jt 0x (7.1

Here p is the traffic density, x is the distance, ¢ is the time, and u is the speed
to travel x distance in ¢ time. Now using the Greenshields” model [49], the relation
between the density (p) and speed () could be defined as follows:

U(p) = tmay = (1— P ) (7.2)

pmax

Here u;,4y is the maximum speed, and o4y is the maximum density. So, by
using this model, the relationship between flow, density, and speed could be given
as

flow = density x speed (7.3)



7 A Smart Disaster Management System for Cities using Deep Learning 165

To model these microscopic models, a number of simulators are available for this
purpose. In the following paragraphs, we will discuss about two of them which are
used by researchers to carry out their research work. MITSIM [50] is a microscopic
traffic simulator that uses the information related to road network, surveillance
system, traffic signs and signals, etc. It classifies the lanes according to its speed
limit, regulations, and also simulates loop detectors, lane use signals, etc. As an
input, an origin—destination table, traffic control, and route guidance logic are used.
Here vehicles are considered to move between their origin and destination and
it collects the sensor readings that include traffic count, occupancy, and speed of
vehicles at given intervals of time. To simulate the vehicle movement in a network,
two models are used that are: acceleration model and lane changing model [51].

Simulation of urban mobility (SUMO) [52] is another microscopic and contin-
uous road traffic simulation package that deals with the large road networks. It
provides the users the facility to define their own network through the use of data
configuration files. Normally input data is given in the form of XML files where
different nodes having different parameter values define different configuration
values. It also provides the facility to generate real world scenario by selecting the
area on a map in a browser by running a program included in package.

7.3 Related Work

In this section, we are presenting the work that deals with the traffic management
plans during emergency conditions in smart cities. Some people focus mainly on
traffic management in smart cities using any approach and some have focused on
the approach, i.e., deep learning with smart city scenario on low priority. As we
are combining traffic management in smart cities with the deep learning approach,
both are useful for us and therefore we are presenting some approaches for better
understanding of the work done in this area.

A deep learning approach to predict traffic flow for short intervals on road
networks is proposed in [53]. A traffic prediction method based on long short-
term memory (LSTM) has been used by the authors for prediction purpose. An
origin—destination correlation (ODC) matrix has been used as input to the training
algorithm. Dataset used for this process is collected from the Beijing Traffic
Management Bureau and it is collected from more than 500 observation stations
or sensors containing around 26 million records. A 5-min interval data from Jan 1,
2015, to June 30, 2015, has been collected where the data for the first 5 months
has been used for training and the rest of the data is used for testing purposes.
For evaluation of proposed model, mean absolute error (MAE), mean square error
(MSE), and mean relative error (MRE) have been calculated. Input data has been
used to predict the flow in 15, 30, 45, and 60 min time intervals. The authors in
this work have selected three observation points with high, medium, and low flow
rates to compare the actual flow and predicted flow values on those observation
points. MRE values for a 15-min interval flow prediction reported in this work are
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6.41, 6.05, and 6.21%. They have compared the result with the other approaches
including RNN, ARIMA, SVM, RBF, etc., and concluded that for time interval less
than 15 min, RNN is relatively accurate, but with big time intervals, error increases,
but overall it performs better than other old machine learning models. Therefore, it
is concluded that LSTM is an appropriate choice for long time intervals.

Yu et al. in [54] also have proposed an approach that uses deep learning for
vehicles’ speed prediction on highways in peak hours and post-accident conditions.
In this work, the authors have used the long short-term memory (LSTM) recurrent
neural networks for prediction purposes. In addition to LSTM, they also have used
autoencoders whose output is also used in their deep LSTM model. This model is
named as “mixture deep LSTM”. For this purpose, they have used the data from
the 2018 loop detectors (sensors) in Los Angeles County during the period starting
from May 19, 2012, to June 30, 2012. This provides data collected from around
5400 miles long highways cumulatively. Also, as they are predicting the speed
after accidents as well, so accidents data, for this purpose, has been collected from
various sources including California Highway Patrol, California Transportation
Agencies, etc. Normalized data including 5 min aggregated speed values, day time,
and weekdays has been used in this work. To deal with the missing values, data
collected from the sensors with more than 20% missing values is excluded from the
datasets. Also, no criteria is defined to deal with the missing values and the estimated
speed values for missing input values have been excluded from the predicted output
datasets and have not been considered for evaluation. For analysis purposes, mean
absolute percentage error (MAPE) has been used. Performance of the proposed is
compared with other methods like ARIMA, random walk, and historical average,
etc. Speed in peak hours has been predicted using four different time intervals of
5, 15, 30, and 60 min. The results show that the highest accuracy is achieved for
small time interval, i.e., 5 min. It is around 6 in peak hours and around 5.5 in off-
peak hours. Error rate increases with the increase in time interval but in all the four
intervals, deep LSTM performs much better than other techniques.

In another work, Jia et al. have used a deep learning approach called deep belief
networks (DBN) to predict the vehicles’ speed on a road network in [55]. In this
work, they have used restricted Boltzmann machines (RBMs) for unsupervised
learning and then have used the labeled data for fine tuning. Dataset used in this
purpose is obtained from Beijing Traffic Management Bureau (BTMB). Three
months data (June—August 2013) has been used that provided 2-min interval data
collected from the detectors installed on a specified segment of road in Beijing,
China. Around 11-week data is used for training purpose, whereas the remaining last
week’s data is used for testing purpose. This provides 2-min interval speed, flow, and
occupancy values and by using this 2-min interval data, the authors have predicted
speed for intervals of 2, 10, and 30 min. Furthermore, for performance analysis,
three performance metrics have been used: mean absolute percentage error (MAPE),
root mean squared error (RMSE), and normalized root mean squared error (RMSN).
No mechanism is mentioned by authors to deal with the erroneous or missing data
values and also no big data technology is used for data management. Also, no
specific information about data, e.g., number of detectors, etc., is given to know



7 A Smart Disaster Management System for Cities using Deep Learning 167

about the size of data. For deep model configurations, they have executed the model
with different configuration and based on the MAPE values, best configurations
have been selected. With best selected configurations, MAPE value for 2-min
interval is 5.81, 7.33 for 10 min, and its value is 8.48 for 30-min interval. This
shows that it performs better for short time intervals and cannot cope with the
stochastic fluctuations in long time intervals. Although results are quite good for
speed prediction, but it still need to investigate how it behaves when some other
information are included, e.g., we do not know whether data from multiple detectors
has been used or separate data for each detector is used because in the former case
we get more fluctuations in data as compared to the latter case. Also, the size of data
could also change the results.

The authors in [56] have proposed an adaptive traffic management plan to ensure
the provision of secure and efficient emergency services in case of disaster in
a smart cities. In this work, a framework has been proposed, which introduces
some components of traffic management system like traffic management con-
trollers (TMC), local traffic controllers (LTC), adaptive traffic light controllers,
environmental sensor controllers, etc. The goal of this framework is to collect
information from communication and other devices about the severity of the disaster
that has been divided into three categories in this work: low, medium, and high,
and then act accordingly by using these controllers. For example, in case of high
emergency condition, traffic signals could be controlled to ensure the timely arrival
of emergency vehicles, e.g., ambulance and fire brigade and to reroute the non-
emergency traffic. SUMO [52] has been used to simulate this process. In this work,
focus is mainly on the provision of emergency services and their security and the
plan has been simulated but no practical scenario or data has been used to handle
the traffic and it also lacks the plan to manage the general traffic in case of disaster.

Smart cities are characterized by advanced and integrated ICT systems, such as
smart logistics solutions [16] and autonomic transportation [31]. Internet of things
(IoT) could be considered as the back bone of future smart cities [38]. Mehmood
et al. [2] propose a ubiquitous learning system for smart societies. This approach
can be used to educate and prepare citizens for disasters. In particular to vehicles,
internet of vehicles (IoV) includes all the devices that could be used to monitor the
vehicles and for inter-vehicle communication as well. Data from different types of
sensors placed on road networks, vehicles, and other smart devices [1] is collected
for traffic management. There are many studies that use IoT and IoV to propose a
traffic management plan as in [57, 58]. In addition to this, a lot of work has been done
in the area of autonomic transport management in smart cities [33]. The work in
[30] also shows the importance of fog and other cloud technologies in dealing with
emergency situations in smart cities. In [59] a parallel transportation management
and control system for smart cities has been presented that not only uses the artificial
intelligence technologies but also uses massive traffic data and big data technologies
or frameworks like MapReduce. This shows the importance of these technologies in
traffic management in smart cities.

A traffic flow prediction approach has been proposed in [60]. The authors have
used the deep learning approaches for prediction purpose using a large amount of
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data. They have proposed a model that uses autoencoders for training and testing
purpose to make predictions. The model is named as stacked autoencoder (SAE)
model. To predict traffic flow at time t, traffic flow data at previous time intervals
has been used. The proposed model has been used to predict 15, 30, 45, and
60 min traffic flow. Data for this purpose was collected from Caltrans Performance
Measurement System (PeMS) [61]. Three months data collected every 30 s was used
for training and testing purposes. In this data, vehicle flow was collected where two
directions of the same freeway were treated as different freeway. Support vector
machines (SVM) have been used for comparison purpose.

The authors in [62] have proposed a deep learning based approach for traffic flow
prediction and they have used unsupervised learning approach using deep belief
networks. They have categorized the traffic prediction approaches into three main
categories that include time-series approaches, probabilistic approaches, and non-
parametric approaches such as neural network based approaches, etc. The authors
in this work have used restricted Boltzmann machines (RBMs) for training purpose
which are stacked one on other. For training and testing purposes, inductive loop
dataset is obtained from the PeMS [61]. In addition to this, the authors have used
data from highway system of China (EESH) as well. A data of 12 months has
been collected and the first 10 months data is used for training, whereas the data
of remaining 2 months has been used for validation purpose. Prediction results have
been compared with other four methods for top 50 roads having high flow rates. The
results show that deep learning based architecture is more appropriate and robust in
prediction and could be used for practical prediction system.

A deep learning based approach has been used in [63] to model the traffic flow. In
this work, the authors have developed deep learning predictors to predict the traffic
flow data from the road sensors. Real-time traffic data has been used and by using
the proposed model, they have predicted the traffic flow during a Chicago Bears
football game and a snowstorm. They have used the number of locations on the
loop detectors and traffic flow at a time (say t). They first have developed a linear
vector autoregressive model for predictors selection. These predictors are later used
to build a deep learning model. Stochastic gradient descent (SGC) method is used to
know the structure and weights of parameters. They also have applied three filtering
techniques (exponential smoothing, median filter, and loess filter) on traffic data to
filter noisy data from the sensors. Data for this purpose is collected from 21 loop
detectors on 5-min interval basis. This data includes speed, flow, and occupancy.
They have built a statistical model to capture the sudden changes from free flow
(70 mph) to congestion (20 mph). In case of bottlenecks, they predict that how fast
it will propagate on the network, i.e., loop detectors. For predictor selection, deep
learning model estimates an input—output map with the assumption that they need
the recent. So, they collect the last 12 readings from each sensor. The performance
of DL model has been compared with sparse linear vector autoregressive (VAR).
Both accurately predict morning rush hours on normal day but VAR miss-predicts
congestion during evening rush hour. On the other hand, DL predicts breakdown
accurately but miss-estimates the recovery time.
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The authors in [64] also have used deep learning approach to predict the traffic
congestion. They have used recurrent neural networks by using restricted Boltzmann
machine (RNN-RBM). For comparison purposes, the authors have used support
vector machines (SVMs) and found that prediction accuracy was increased by at
least 17%.

7.4 Disaster Management System

In this section, we will discuss the proposed deep learning based disaster manage-
ment system in detail. Figure 7.1 depicts the architecture of our proposed system.
The proposed framework consists of three main layers: input layer, data processing
layer, and prediction layer. A general framework was given in our previous work
[22] as shown in Fig. 7.2. In this work, we have presented the complete architecture
that gives details about each layer and the components in each layer. In the following
sub-sections, we will discuss these layers in detail.

7.4.1 Input Layer

Input layer manages the traffic data that is used for training and testing of deep
learning model in the data processing layer. The input data could be either offline,
i.e., historical data, or it could be real-time or streaming data. The role of input layer
is to collect data from the source and to forward it to processing layer. In case of
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Fig. 7.1 System architecture for prediction of traffic plan using deep learning
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Fig. 7.2 The proposed disaster management framework

offline or historical data, the data is collected from the source and then stored on a
disk drive so that it could be forwarded for processing layer. The role of input layer
becomes more important especially when we are dealing with the real-time data.
In this case, it takes the data from the source, by using the APIs provided by the
data generating source or web services, and forwarded it to the processing layer in
real-time for further data formatting.

7.4.2 Data Processing Layer

This layer is responsible to process the input data for making predictions in case of
disaster. Our prediction model uses deep learning approach for this purpose. By
using a deep regression model, we train a dataset which is further tested using
another input dataset or a subset of the same dataset. Data processing layer takes
the data from the input layer and then processes it to convert the input data into
the format required by the deep learning algorithm. For example, if date attribute
is included in the input dataset, it could be processed in this layer to get day,
month, year, hour, etc. The division of one attribute into multiple attributes could
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be useful in training process, e.g., we can get peak hours, and can separate the
data based on weekends, etc. Different big data related issues like dealing with
data veracity are also resolved in this layer. Because the data collected from the
sensors or other devices is not guaranteed to be free of veracity issues. For example,
due to malfunctioning in recording device, the recorded values may be incorrect,
or missing, etc. So in this layer, we have a mechanism to deal with the erroneous
data. For this purpose, well-known techniques are applied to ensure the correctness
of data. Furthermore, we may need to normalize the input data for our regression
model. So, data normalization is also performed in this layer.

7.4.3 Deep Learning Layer

We have used deep regression model to estimate the vehicle flow value by using
multiple input features. Initially we have trained our neural network by adding two
hidden layers to the network. First layer is our input layer and the final one is the
output layer and the two hidden layers are in between the input and output layers.
Forward propagation scheme has been used for computation of weights and finally
loss is calculated on the overall output.

Figure 7.3 shows a neural network including one input, two hidden, and one
output layer. In our case, we are using 9 input parameters, and output layer gives

Hidden Layers

Input Layer

Output Layer

Fig. 7.3 Our deep neural network with two hidden layers



172 M. Aqib et al.

one output value because we are applying regression to get one vehicle flow value.
We have used ReLU activation functions and Adam Optimizer has been used
to optimize the generated results. We ran the training process for 1000 times by
selecting a data size of 500 features at one time.

7.5 Datasets

In this work, we are mainly working on the UK traffic data. So, we have explored a
variety of traffic data available through multiple sources in the UK that could be used
for different purposes to work on traffic management plans. Some data sources of
same kind outside the UK are also included in the list. In our deep learning model,
we have used the data from data.gov.uk. that provides the vehicles flow data for
minor cities. This includes the average vehicle count or roads for different vehicle
types. In Table 7.1, we have given some data sources that provide traffic data. Short
data description and URLS to access the data are also given.

7.6 Analysis and Comparison

This section defines our deep model configurations and the performance metrics
used for analysis purpose which is used for performance analysis of our model.

7.6.1 Deep Model Setup

In this work, we have used vehicles flow data on minor roads in a city in the UK. It
includes six different vehicle categories ranging from cars or small personal vehicles
to big trucks used for transportation of goods. Data used as input contains 70,470
data flow values for all six vehicle categories for the years from 2000 to 2015 and
the road names along with the road categories are also given.

We are using a deep regression model to predict the vehicle flow values. We
have implemented this model using Keras deep learning library [65] which uses
TensorFlow library [66] at the backend. Our regressing model has four layers
including one input, two hidden, and one output layer. We have used the annual
average flow data to predict the traffic flow in a city. Input dataset is divided in the
ratio of 7, 2, and 1 for training, testing, and prediction purposes, respectively. Batch
size was set to 10 and number of epoch was set to 1000.
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Table 7.1 The UK traffic data sources

S.No | Data source

1

11

12

Transport for London
(TFL)

London Datastore

Data.gov.uk

Data from Local
Government
Association UK

Transit Feeds

Department for
Transport UK

Transport
Infrastructure Ireland
(TII)

Tyne and Wear
region data

The WisTransPortal
System

Wisconsin
Department of
Transport

North East Combined
Authority

Highways England

Website
Developer.here.com

Description

Data could be accessed by using the provided API. Real-time data
and status information of different sources of transportation could
be accessed by using API. https://tfl.gov.uk/info-for/open-data-
users/

Public data sharing portal that provides data related to different
department of London government. Data from 1997 to 2015 is also
available that provides number of vehicles on different roads in
London. https://data.london.gov.uk/

Data provided by different UK government agencies could be
accessed from this portal. Its transport data section provides many
options to explore traffic data. https://data.gov.uk/dataset/gb-road-
traffic-counts

This is a research project and its purpose is to make data useful for
LGA. http://www.local.gov.uk/web/guest/research/-/journal_
content/56/10180/7783953/ARTICLE

It provides web feeds for transport data and provides updated
information related to transport department of a city or state, etc.
http://transitfeeds.com/

It provides data for all the A class roads at city level. Data collected
from data collection points on roads that fall in the selected city
could be accessed from this source. http://data.dft.gov.uk/

This site also provides traffic data for main roads (highways). It
could be useful while dealing with the intercity traffic data. Do not
provide enough data to deal with the traffic on minor roads in a
city. https://www.nratrafficdata.ie

We can access the live traffic data by using the API provided by the
“Open Data Service” authority. http://www.gateshead.gov.uk/
Parking-roads-and-travel/planning/TADU.aspx

Hourly traffic data index page could be accessed to get a list of
counties in the Wisconsin State, USA or county could be selected
from the map as well. By selecting the county, it displays all the
data available for different roads in that county by their names.
https://transportal.cee.wisc.edu/products/hourly-traffic-data/
Provides traffic flow data on weekly and/or annual basis on
selected roads (say highways). http://wisconsindot.gov/Pages/
projects/data-plan/traf-counts/default.aspx

Provides data for selected areas. It provides data related to special
events, roadworks, incidents, journey times for key roads, car
parks, and CCTV images. https://www.netraveldata.co.uk/
Provides three types of data: monthly summary data, journey time
data, and traffic flow data. HE also provides a conversion table that
gives description of traffic data measurement sites. http://tris.
highwaysengland.co.uk/

Provides API to get traffic flow and incidents data. https://
developer.here.com/


https://tfl.gov.uk/info-for/open-data-users/
https://tfl.gov.uk/info-for/open-data-users/
https://data.london.gov.uk/
https://data.gov.uk/dataset/gb-road-traffic-counts
https://data.gov.uk/dataset/gb-road-traffic-counts
http://www.local.gov.uk/web/guest/research/-/journal_content/56/10180/7783953/ARTICLE
http://www.local.gov.uk/web/guest/research/-/journal_content/56/10180/7783953/ARTICLE
http://transitfeeds.com/
http://data.dft.gov.uk/
https://www.nratrafficdata.ie
http://www.gateshead.gov.uk/Parking-roads-and-travel/planning/TADU.aspx
http://www.gateshead.gov.uk/Parking-roads-and-travel/planning/TADU.aspx
https://transportal.cee.wisc.edu/products/hourly-traffic-data/
http://wisconsindot.gov/Pages/projects/data-plan/traf-counts/default.aspx
http://wisconsindot.gov/Pages/projects/data-plan/traf-counts/default.aspx
https://www.netraveldata.co.uk/
http://tris.highwaysengland.co.uk/
http://tris.highwaysengland.co.uk/
https://developer.here.com/
https://developer.here.com/

174 M. Aqib et al.

Table 7.2 Schema of dataset used as input in our deep learning model

S.No | Attribute name Description

1 Road Gives character code names assigned to a road in the city

2 Road name Name of the road

3 RCat Roads have been divided into different categories. RCat gives
character codes to define its category in city road network

4 iDir Traffic direction on a road, e.g., heading east or west

5 Year Year for which AAFD was collected

6 dCount Day of the year when data was collected. It is in the format
dd-mm-yy h:mm

7 Hour Hour of the day

8 CAR, BUS, LGV, | A set of different types of vehicles to provide their flow values. For

HGVR2, ... example, car gives the annual average flow value for cars. Similarly,

bus provides the annual average flow value for buses and so on

7.6.2 Input Dataset Schema

Dataset we have used in this work contains annual average flow data for different
types of vehicles. It also provides road names, road category, and other information.
In Table 7.2, we have given the schema of input dataset that provides brief
description of some important input attributes in this dataset.

7.6.3 Performance Metrics

For performance analysis, we have used mean absolute error (MAE) and mean
absolute percentage error (MAPE). MAE is used to show the closeness between the
actual and the predicted values and MAPE shows the relative difference between
the actual and the predicted values. MAPE is not suitable to calculate error rate if
the input data or actual values contain zeros because in this case it suffers from the
division by zero error. MAE and MAPE values are calculated by using Eqs. (7.4)
and (7.5), respectively.

N
1

MAE=N2|V,-—P,-| (7.4)
1=
N
1 |Vi — P

MAPE = — Y -1 75
NZ 7 (7.5)

i=1

Here N is the size (number of values predicted by the model) of dataset used for
prediction purpose, V is the set of actual values used as labels, and P is the set of
values predicted by our deep learning model.
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7.6.4 Performance Analysis

In this paper, our focus is mainly on providing details of the deep learning based
traffic prediction approach. Details of the overall evacuation method can be found
in our earlier work [12, 13, 22, 35]. We have executed our deep model with
different configurations and with different input dataset sizes. Furthermore, we have
divided the analysis process in different phases where we have used different model
configurations and different dataset distribution sizes to compare the results for
analysis purpose.

In the first phase of analysis process, we divided the dataset into three parts where
70% data was used for training, 20% data for testing purpose, and the rest 10% data
is used for prediction purposes. We have reserved the data for prediction purpose,
because, after running the model for training and purpose, we saved the model and
the specified amount of data was used as input to the saved model to predict the
output. This enabled us to compare the results produced by analyzing the testing
dataset and the results calculated by us by analyzing the values produced by the
saved model by using the prediction dataset. In addition to this, our deep learning
model with one configuration setup was executed for 20 times to get results for
analysis purpose. Furthermore, for all the 20 models with the same configurations,
the batch size for training purpose was 10 and the training procedure was repeated
for 2000 times in each execution.

We have used annual average vehicle flow data on different roads in a city to
predict flow values on minor roads in a city in the UK. We have evaluated the results
of all 20 executions of our model to see the variation in the accuracy and error
rate. This gives a better idea about the performance of deep learning model and we
calculate the average accuracy rate.

In Fig. 7.4, we have shown the results obtained by executing our deep model 20
times. In this graph, x-axis shows the number of model and it ranges from 1 to 20,
and y-axis shows the MAE values calculated by using the given equation. Graph
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Fig. 7.4 Mean absolute error
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Fig. 7.5 Mean absolute percentage error

shows that error rate was very low because the maximum error value calculated was
for model 5 and it was 3.58, and in some cases, it was as low as zero. Here zero
does not mean that prediction was exactly the same, but it shows that the values
were very close and there was not a big difference between the original and the
predicted values.

In Fig.7.5, we have shown the results calculated by using the mean absolute
percentage error. Same as MAE, we have calculated MAPE for all 20 executions
and prediction results of our deep learning model. Maximum MAPE value is 0.105
for 5th execution of our model with the same configurations. MAPE is considered
a best measure to the data where there are no extremes and our data also contains
a relatively balanced set of flow values. Therefore, our MAPE values describe that
the predicted results have very low error rate and predicted values are very close to
the original flow values.

In addition to the graphs showing error rates using MAE and MAPE, we have
plotted the actual and predicted flow values to show the difference between patterns
as well. Our MAE and MAPE values show that the actual and predicted values are
very close. If this is true, then the graphs of both plotted values should show the
similar trends. In Fig. 7.6, we have plotted the first 100 actual and the predicted flow
values. In this graph, y-axis shows the flow values. As both, actual and predicted
values are very close, graph is drawn by doubling the predicted values to avoid the
overlapping of both curves. Both the curves show that these are not same but follow
a similar trend. This shows that the predicted values are following the same trend
that was followed by the input flow data with slight differences.

Similarly, to analyze the pattern in depth, we have selected a range of actual
flow values from 1 to 500, i.e., we have selected only those results where actual
flow values are in the range of 1-500. The purpose of selecting this range is to see
the trends when flow values were uniform and thus input data values were very
close. This is shown in Fig.7.7. Again, the predicted values are doubled to avoid
overlapping of both curves representing the flow values. This graph also shows
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Fig. 7.7 Comparison of actual and predicted values when flow is less than 500

similar graph for both, actual and predicted flow values with not big differences.
In this graph, we have selected values within a range; therefore, it is expected for
good prediction results that the output values should also be in a specific range as
shown in this graph. So, we can say that predicted values have followed the trend
that was present in the input dataset. Therefore, the accuracy rate is high and low
MSE and MAPE rates are reported.

To show the accuracy of our predict results, we also have compared the actual and
predicted values. We have calculated the maximum difference between the actual
and the predicted values. The main purpose to calculate the maximum difference
between the actual and the predicted values in each model execution is that it clearly
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Fig. 7.8 Maximum difference between the actual and predicted vehicles flow values (phase 1)

shows whether the predicted values predict the number of vehicles that match the
ground reality or it is far away from the actual values. Maximum difference between
the actual and predicted vehicles flow values in each model execution is shown in
Fig.7.8.

In this figure, we have compared the available predicted values for the 16
executions of same deep model on the same input dataset. From this graph, it is
clear that the minimum value for the maximum difference is 2, which shows that
results obtained in this model execution were very close to the original values and
we can say that it can be used to represent the actual data. On the other hand, the
maximum value while calculating the maximum difference is 63, which can be used
to represent the actual values if the actual vehicles flow value was very big, e.g., say
1000, but if in actual, there were only 100 vehicles on the road, then the difference of
63 between the actual and the predicted values represents the inaccuracy of predicted
results that cannot be used to represent the actual values.

In this phase the distribution of the dataset for training and testing processes
was changed to 60% and 30%, respectively, whereas the rest 10% was used for
prediction purpose. Batch size in training process was also same, i.e., 10 but now
number of iterations to repeat the training process was reduced from 2000 to 1000.

As the same procedure was repeated with different dataset sizes and iterations
in training process, we have measured the same attributes for comparison purpose
as we have done before. To compare the results with the previously used model
configurations and the dataset distribution for training, testing, and prediction, we
are again comparing the maximum difference between the actual and the predicted
flow values as shown in Fig. 7.9.

From Fig. 7.9, we can see that the minimum maximum difference value is 0, and
the maximum value for maximum difference between the predicted and the actual
value is 38. To see whether there is overall improvement in the prediction or not,
we have calculated the average maximum difference in both the cases. For first
phase (Fig. 7.8), the average difference value is approximately 15, whereas itis 11.5
in phase 2 (Fig.7.9). So, we can say that in phase 2, the accuracy as compared
to the model configurations in phase 1 has improved. In addition to maximum
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difference values, we have calculated system generated loss values which are shown

in Fig. 7.10.

As we are using the different data for testing and prediction dataset, we
have calculated the accuracy for both, testing and prediction processes for all
20 executions of our model in phase 2. Testing accuracy in this case has been
generated by the system but the prediction accuracy has been calculated manually
by comparing the actual and the predicted vehicles flow values. This shows that
our model produced accurate results for both, testing and prediction data subsets.
Comparison of testing and prediction accuracy values in phase 2 is shown in
Fig.7.11. In this figure, model accuracy represents the accuracy values obtained

during the testing process using testing data subset.
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7.7 Conclusion and Future Work

In this work we have used deep learning approach to manage traffic flow in smart
cities for disaster management. Deep learning requires a large amount of data for
training purpose that could easily be accessed from the traffic departments in smart
cities. In this work we have used historic traffic data to predict the traffic flow and its
behavior in disaster. The results show very high accuracy rate because of the high
correlation between the input data and the output values. The results may differ
when same deep learning model is applied on a different type of data. We have
plotted MAE and MAPE results for all 20 executions of our model with the same
specification. The results show that a specific accuracy rate was maintained in all 20
executions of our model and thus we can say that its output is consistent to a certain
extent. In addition to error rates, we have plotted the original and predicted flow
values to visualize the difference between the graph trends followed by actual and
predicted values graphs. Graphs also show similar trends and prove that there are not
big differences between the actual and the predicted values. As mentioned earlier,
we mainly have focused in this paper on providing details of the deep learning based
traffic prediction approach. Details of the overall evacuation method can be found
in our earlier work [12, 13, 22, 35].

Although we have shown excellent results in this work, but this is not guaranteed
while working with other traffic data with same or other deep learning models. This
could be the result of high uniformity in input data that was used for training and
testing purposes, and therefore, the same performance of deep model could not be
guaranteed for other datasets. Therefore, we aim to work on different data with many
other features including incidents data, etc., to see its impact. This may also help us
in predicting the people and other stakeholders behavior in emergency situations
and we may model them collectively to present a model to not only manage traffic
by flow values but also by including other important factors in that environment as
well. We can also use real-time traffic and other data to present an effective traffic
management plan in the affected areas and can also use big data technologies to deal
with real-time data.
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Chapter 8 )
Parallel Shortest Path Big Data Graph oo
Computations of US Road Network Using
Apache Spark: Survey, Architecture,

and Evaluation

Yasir Arfat, Sugimiyanto Suma, Rashid Mehmood, and Aiiad Albeshri

8.1 Introduction

Smart applications and infrastructures are increasingly relying on graph computa-
tions. We are witnessing a continuous increase in the use of graphs to model real-
world problems [1]. The emergence of many graph-based software, programming
languages, graph databases, and benchmarks—such as ArangoDB, Neo4j, Sparksee,
Gremlin, and Graph 500—provide the evidence for the increasing popularity of
graph-based computing. Graph analytics plays an important role in information
discovery and problem solving. A graph can be any real-life application that can
be used to find a relation, route, or a path. Graphs have many applications such as
image analysis [2], social network analysis [3, 4], smart cities [5—7], communication
networks [8—14], scientific and high performance computing [ 15-20], transportation
systems [21], Web analyses [22], healthcare [23-25], and biological analyses [26].
In these applications, a large amount of data is being generated every second,
commonly referred to as big data.

Big Data refers to the “emerging technologies that are designed to extract value
from data having four V’s characteristics; volume, variety, velocity and veracity”
[27, 28]. Volume defines the generation and collection of the vast amount of data.

Y. Arfat - A. Albeshri
Department of Computer Science, FCIT, King Abdulaziz University, Jeddah, Saudi Arabia
e-mail: yqasim@stu.kau.edu.sa; aaalbeshri@kau.edu.sa

S. Suma
Division of Data, Department of Engineering, Kumparan, Jakarta Selatan, Indonesia
e-mail: sugimiyanto.sugimiyanto @kumparan.com

R. Mehmood (<)
High Performance Computing Center, King Abdulaziz University, Jeddah, Saudi Arabia
e-mail: RMehmood @kau.edu.sa

© Springer Nature Switzerland AG 2020 185
R. Mehmood et al. (eds.), Smart Infrastructure and Applications,

EAI/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-030-13705-2_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13705-2_8&domain=pdf
mailto:yqasim@stu.kau.edu.sa
mailto:aaalbeshri@kau.edu.sa
mailto:sugimiyanto.sugimiyanto@kumparan.com
mailto:RMehmood@kau.edu.sa
https://doi.org/10.1007/978-3-030-13705-2_8

186 Y. Arfat et al.

Variety defines the type of the data stored or generated. Types include structured,
semi-structured, and unstructured data. Velocity describes the timeline related to
the generation and processing of big data. Veracity refers to the challenges related
to the uncertainty in data. Big Data V’s and Graphs have a close relationship. For
example, volume could represent the number of edges and nodes, and velocity could
be considered as the graph’s streaming edges. A graph could be uncertain (veracity)
and has the variety characteristics because data sources could vary.

The processing of graphs in a distributed environment is a great challenge due to
the size of the graph. Typically, a large graph is partitioned for processing. A graph
can be partitioned to balance the load on the various machines in a cluster. These
partitions are processed in a parallel distributed environment. For the computation
of the graph data on the distributed platform, there is a need for scalability and
efficiency. These are the two key elements to achieve good performance. We also
need to move our data closer to computation to minimize the overhead of data
transfer among the nodes in the cluster. Load balancing and data locality plays a
major role in achieving this purpose. It can utilize the whole resource of the system
during processing. Moreover, as mentioned earlier, big data cannot be processed by
traditional tools and technologies. There are many platforms for graph processing,
but these platforms have performance issues. Parallel computation of large graphs
is a common problem. Therefore, in this scenario parallel distributed platforms are
suitable for processing large graphs. In this work, we have used the GraphX [29—
31] for parallel distributed graph processing which is a widely used framework for
the graph processing. The big data platform that we have used for distributed graph
computing of shortest paths is Apache Spark [32].

This chapter extends our earlier work on single source shortest path computations
of big data road network graphs using Apache Spark. In our earlier work [33], we
had used the US road network data, modelled as graphs, and calculated shortest
paths between two vertices over a varying number of up to 368 compute cores. The
experiments were performed on the Aziz supercomputer (a former Top500 machine
[34]). We had analyzed Spark’s parallelization behavior by solving problems of
varying graph sizes, i.e., various states of the USA with up to over 23 million
vertices and 58 million edges.

We focus in this chapter on computing a set of large varying number of shortest
path queries on a (source, destination) vertex pair. The number of queries used
are 10, 100, 1 K, 10 K, 100 K, and 1 M queries executed over up to 230 CPU
cores. We achieve good performance, and as expected, the speedup is dependent
on both the size of the data and the number of parallel nodes. In addition to the
extended results, this chapter provides a detailed literature on shortest path graph
computations. The system architecture for graph computing in Spark is explained
with additional details using the architecture depiction and elaborated algorithms.
We call our system, the Big Data Shortest Path Graph Computing (BDSPG) system.

The rest of the chapter is organized as follows. Section 8.2 gives background
and literature review. Section 8.3 describes the design and methodology of the
BDSPG system. Section 8.4 presents the analysis of result. The conclusions and
future directions are given in Sect. 8.5.
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8.2 Literature Review

Smart urban infrastructure greatly replies on smart mobility designs. Many
approaches have been proposed to address smart mobility-related challenges
[35]. These include, among many others, modelling and simulation-based
approaches [36, 37], location-based services [38], telematics [39], social media-
based approaches [40-42], approaches based on vehicular networks (VANETS)
and systems [43-45], autonomic mobility management [46, 47], autonomous
driving [48], mobility in emergency situations [49-54], approaches to improve
urban logistics [40, 55], and big data-based approaches [40—42, 56]. A recent
book discusses several smart society proposals on infrastructure and applications
including smart mobility [7]. Many mobility problems naturally map to graph-
based computations; shortest path computations are one of them and are of great
significance in smart mobility infrastructure designs. In this section, we discuss
state-of-the-art work from the literature on graph-based road network shortest path
computations.

Quddus and Washington developed an algorithm to find the shortest path between
two points called weight-based shortest path and vehicle trajectory aided map-
matching (stMM) [57]. It improves the map-matching of low-frequency positioning
data on a roadmap. They exploit a well-known A* search algorithm. They tested the
performance of proposed approach with collected data from rural, suburban, and
urban areas in Nottingham and Birmingham, UK. Szucs designed and implemented
a model and an algorithm for route planning in road network [58]. They proposed
a solution that also aims to find the equilibrium in the path optimization problem.
The proposed approach takes the uncertainty of state information of roads, their
uncertainty and influencing factors into account. The system is based on the
Dempster-Shafer theory, which helps to model the uncertainty and Dijkstra’s
algorithm which allows finding the best route. Feng et al. proposed an improvement
of alternative route calculation, based on alternatives figures [59]. They exploit a
bidirectional Dijkstra algorithm to explore the route. They introduced three quotas
to measure the quality of an Alternative Figures (AG). They introduce the concept
of pheromones into the Plateau method and enhance the ability of Plateau method
to find a meaningful alternative road.

Zeng and Church demonstrated the relative value of A* algorithm to solve simple
point-to-point shortest path problems on real road networks [60]. It is applied to road
networks from two counties of California, USA. They state that Dijkstra algorithm
can be improved by taking advantage of network properties associated with GIS-
source data. Whereupon, Dijkstra does not take advantage of the spatial attributes
which are available in a GIS setting, while A* can take the advantage of spatial
coordinates in trimming the search to find the shortest path. Malewicz et al. proposed
Pregel, a framework for large-scale graph processing [61]. The framework is similar
in concept to MapReduce. It provides users with a natural API for programming
graph algorithms while managing the details of distribution invisibly, including
messaging and fault tolerance. It contributes providing a suitable system for large-
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scale graph computing. They deployed dozens of Pregel applications. The users
report that the API is intuitive, easy to use, and flexible. The experiment shows
that the performance, scalability, and fault tolerance of proposed framework are
satisfactory for computing graph jobs with billions of vertices.

Yan et al. proposed a framework called Graphine for graph-parallel computation
in multicore clusters [62]. It addresses the problem of existing distributed graph-
parallel frameworks which cannot scale well with the increasing number of cores per
node. They implemented the proposed framework and evaluated it. The experiment
result shows that their proposed framework achieves sublinear scalability with the
number of nodes, a number of cores per node, and graph size up to one billion
vertices, as well as achieves 2~15 times faster than the state-of-the-art Power Graph
on a cluster with 16 multicore nodes. Selim and Zhan proposed an algorithm and
data reduction technique based on data nodes in large networks dataset [63]. It is
done by computing similarity computation, maximum similarity clique (MSC), and
then finding the shortest path due to the data reduction in the graph. The technique
aims to reduce the network that will have a significant impact regarding performance
(shortest time and faster analysis) on calculating the shortest path. The proposed
technique takes into account shortest path problem between two nodes in a large
undirected network graph. The result shows that their proposed technique beats up
Dijkstra’s shortest path algorithm with large datasets with respect to execution time.
Zhou et al. presented a new graph processing framework based on Google’s Pregel
called P4+ [64]. The proposed framework aims to reduce the system overhead for
algorithms that require many iterations in Pregel. It extends Pregel by some new
terms such as introducing a new data structure, internal compute, super-vertex, and
new API. Their proposed approach has been evaluated by using real datasets with
cases Shortest Path and PageRank. The result shows that their proposed technique
demonstrate its superior performance.

Cao et al. proposed an approach for solving the stochastic shortest path problem
in vehicle routing [65]. It aims to find the optimal path that maximizes the
probability of arriving at specified destination before the given deadline. Their
approach is data-driven which explores big data generated in traffic. They evaluated
the performance using a real traffic data extracted from real GPS trajectories of
vehicles in road network of Munich city, which consists of 170 nodes and 277 edges.
The experiment result shows that the proposed approach outperforms traditional
methods. Hou U et al. developed a framework to solve online shortest path problem
called live traffic index (LTI) [66]. The proposed framework aims for computing the
shortest path according to live traffic conditions. It enables drivers to effectively
and quickly get the live traffic information on the broadcasting channel. There
is no existing efficient solution that can offer affordable costs for online shortest
path computation at both client and server sides. The conventional architecture
scales poorly with the number of clients. Their approach is that the server collects
live traffic information and distributes it over radio or wireless network. They
evaluated their approach with four different road maps, including New York City,
San Francisco bay area road map, San Joaquin road map, and Oldenburg road map.
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The result shows that their proposed method reach optimal solution in terms of four
performance factors for online path computation.

Strehler et al. developed a model called fully polynomial-time approximation
scheme (FPTAS) for finding shortest energy-efficient routes for electric and hybrid
vehicles [67]. It aims to resolve the problem of electric and hybrid vehicles regarding
the shortest path problem and planning of the trip, whereupon recharging an electric
car takes longer than refilling fossil fuels car. Their contribution is introducing a
general model for the routing of hybrid and electric vehicles with intermediate stops
at charging station and convertible resources. They are using Matlab to represent
and test their model. The used dataset are engine model, topographical information,
and road data of German. They are in improvement phase that the running time
of the proposed algorithms may not be suitable for practical purposes, particularly,
when it is running on a mobile phone or on an in-car device. Hong et al. developed
a multicore computing approach to find shortest route from single source and single
destination while avoiding obstacles [68]. Whereupon, the existing approaches
have limited ability in dealing with real-time analysis in big data environments.
They use multicore computing to speed up the computation and analysis using
Python’s official Multiprocessing library. Thus, the parallelization is core based.
The approach itself exploits the notion of a convex hull for evaluating obstacles
and constructing pathways iteratively. The experiment result shows their proposed
approach for parallel processing has significant improvements over sequential
computing for wayfinding and navigation tasks with a large number of obstacles
in complex urban area. Mozes et al. developed an algorithm by combining two
techniques for computing shortest paths in directed planar graphs [69]. The two
combined techniques are STOC’94 and FOCS’01. It aims to remove the log n
dependency of the shortest path algorithm in the running time, in order to have
better and optimal performance. The theoretical proving shows that their proposed
technique obtains a speedup over previous algorithms for solving shortest-path
problem.

In this work, Abraham et al. [70] have worked on the point to point the shortest
path computations on the road network data. They modelled the road network as
a graph having highways with low dimension. The algorithm they named Hub
labels for computation of shortest path. The authors claim that it works faster for
all types of queries. However, they have not used the parallel implementation of an
algorithm. The performance this might suffer from significant data computation of
this algorithm. In this chapter, they have not used the US road network dataset. It
uses a general algorithm for the computation of road network graph data. Sanders
et al. [71] have presented the real-world road network processing algorithms. They
claim that algorithm takes less as compared to the Dijkstra. In this work, they
have not used the parallel implementation of the algorithm. They also did not
use the big data computation. Peng et al. [72] has presented a framework for
the computation of the road network distance using a single source-target pair. In
presented algorithms, they mapped the distance into a distributed structure of hash.
For the implementation, they used the Apache Spark and in memory computation
for the distance of road network computation. They experimented their algorithm
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using US and NYC road network dataset. Zhu et al. [73] have proposed an index
structure called Arterial Hierarchy (AH) for the shortest and distance queries in
a road network. They argue that existing work concentrates on the practical or
asymptotic performance. The problem with state of the art was worst regarding
space and time. The primary objective of this chapter was to minimize the gap
between theory and practice for shortest path queries on road network. For the
evaluation, they have used the 20 million nodes. The proposed technique performs
better than existing approaches for road network dataset. Moreover, in this work,
they have not used the weighted road network graph data.

Zheng et al. [74] have presented all pair shortest path algorithm. The proposed
algorithm was an alternative to the Floyd-Warshall. They implemented their algo-
rithm using Apache Spark and analyzed the performance of their algorithm. They
argue that the performance of Floyd-Warshall algorithm suffered using Apache
Spark due to a large number of global updates. To solve this issue, they have used
the fewer global update steps based on computation that has been done on each
iteration. As a result, they showed that their algorithm performs better than Floyd-
Warshall algorithm. However, their work is different as compared to our work. We
are parallelizing the shortest path between two vertices source and target. Djidjev
et al. [75] have presented all pair shortest path algorithm using GPU cluster. They
have used both centralized and decentralized computation for the all pair shortest
path algorithm. They have presented the two algorithms that use the Floyd-Warshall
method. For implementation, they have used the multi-GPU cluster. They have also
used the California state road network dataset that consists of 1.9 million vertices
and five million edges. Aridhi et al. [76] have presented the shortest path algorithm
on the base of MapReduce. To solve the shortest path problem in an efficient
way, they have partitioned the graph into subgraphs then they process it parallel.
The algorithm they have proposed is an iterative whose performance will suffer
when these are large of input data due to its iterative nature. For an experiment,
they have used the French road network dataset from the OpenStreetMap. For the
computation, they have used the Hadoop and MapReduce. Faro et al. [77] have
presented a shortest path all pair algorithm with and without traffic congestions on
the road network. The main objective of this chapter was to find the fastest shortest
path on road network. They implemented the proposed all pair shortest algorithm
parallel. First, they tried to find the shortest path then tried to find the alternate
shortest path in case of traffic congestion. They implemented their algorithm using
the GPU. They have not used any road network dataset, neither Spark nor Hadoop.

Kajdanowicz et al. [78] used the Bulk Synchronous Parallel (BSP), map-side
join, and MapReduce for the graph computation. They applied these approaches
for the single source shortest path (SSSP) and relational influence propagation
(RIP) for collective classification of graph vertices. They stated that using BSP
iterative graph processing perform better as compared to MapReduce. Liu et al.
[79] have proposed a framework for parallel processing of large graph to solve the
issue of communication between partitions, unbalanced partition, and replication of
vertices. This framework uses three different greedy graph partitioning algorithms.
They run these algorithms using the various dataset and observed that whether
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these algorithms can solve the issues of graph partitioning based on the specific
needs. The major objective of this framework was to balance the load and reduce
the bandwidth. Wang et al. [80] proposed a technique for k-plex enumeration and
maximal clique approach. Using the binary graph partitioning approach, find the
dense subgraph from the graph. It parallel process each partition of the graph by
dividing the graph. MapReduce was used for implementation. Braun et al. [81]
presented a new approach for social network analysis for knowledge-based systems.
The major objective of this technique is to mine the interests of social network
and represent as graph. The directed graph has been used for relationship analysis
and undirected graph has been used to capture mutual friends. They have used the
Facebook and Twitter dataset to analyze the performance of the proposed approach.

Laboshin et al. [82] proposed a new framework based on MapReduce to analyze
the web traffic. The major objective of proposed framework was to scale the storage
and computing resources for the extensive network. Liu et al. [83] proposed a
clustering algorithm for the distributed density. This algorithm solves the issues in
distance-based algorithms. This algorithm calculates the distance among all pairs
of vertices. The authors claim that using this algorithm computational cost will
be reduced. They implemented their algorithm using Apache GraphX [29, 30].
Aridhi et al. [84] investigated different frameworks for mining of big graph. The
major focus was to use the mining algorithm for pattern mining that consists of
the discovering useful information from the huge graph dataset. They analyzed
comprehensively different mining techniques for the large graphs. Drosou et al. [85]
proposed an enhanced Graph Analytical Platform (GAP) framework for processing
of large graph dataset. This framework uses the top-down approach for mining of
huge graph dataset. It provides the strength to features like HR clustering. It is an
effective framework for the big data getting useful insights.

Zhao et al. [86] evaluated various graph computation platforms. They did
comparison between graph- and data-parallel platform for processing of large
dataset. They found out that graph-parallel platforms perform better for resource
utilization and graph computation as compared to data-parallel platforms. However,
data-parallel platform for graph processing is superior in performance regarding
size. Mohan [87] et al. compared the graph computation platforms for large data
processing using the key features and performance. Miller et al. [88] investigated
the graph analytics from perspective of query processing. There are issues in finding
the interesting information from the graph whether it’s a shortest path or pattern
matching from the graph. They also introduced algorithms which show that vertex
centric and graph centric algorithms are easily parallelizable. They stated that
MapReduce is not an ideal platform for the iterative algorithm.

Chakaravarthy et al. [89] proposed an algorithm that is derived from the Delta-
stepping and Bellman-Ford algorithms. The primary objective was to categorize
the edges, minimize the traffic of inner vertices, and optimize the directions. They
applied the single source shortest path (SSSP) to get the shortest path between
the vertices. Yinglong et al. [90] stated that big data analytics are essential for
the entities that can be represented as graph. It is the main challenge for the
computation of graph bases patterns. They presented a new architecture that allow
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users to organize the data for parallel computation. This architecture has three
components: graph storage, analytics, and visualization. They evaluated the data
locality for the processing and effects on the performance of cache memory on
a processor. Zhang et al. [91] presented an algorithm for the fast graph search.
This algorithm converts the completed graphs into vectorial representations on
the basis of prototype in the database. So, it accelerates the query efficiency in a
Euclidean space by using locality-sensitive hashing. They examined their proposed
approach using real dataset that gets higher performance regarding accuracy and
efficiency. Pollard et al. [92] proposed a new technique for the parallel graph
processing platforms analysis based on the performance and scalability. They used
the breadth first search, page rank, and single source shortest for the analysis
of power consumption and performance with packages of graph processing with
various datasets.

Table 8.1 provides a comparison of various shortest path graph computation
approaches. The table includes information for each work regarding aim and
objectives, the approach used, the dataset sources, the type of datasets, the platforms
used, research gap, and comments. We would have preferred to include the names
of authors of the respective works in a separate column in the table but these were
omitted to save space and fit the table in as few pages as possible.

8.3 Methodology and Design

This section details the methodology and design of our Big Data Shortest Path Graph
Computing (BDSPG) System.

Figure 8.1 shows the architecture for shortest path computations. First, it will
take the graph data as input for the computation of shortest path. This data can
be directed or undirected graph data but in our work, we are using undirected graph
dataset. Once we have data we have uploaded any distributed file system, so nodes in
the cluster can easily access this data. There can be any distributed file system such
as FEFS, NEFS, and HDFS. But in our work, we are using HDFS. After keeping
input graph data, we build the graph and perform the one pair shortest path (OPSP)
using GraphX [31]. After computation of OPSP, we shall get the shortest path having
total distance and vertices in the source and target vertex.

® @
ap
J GraphBuilder OPSP
“ ®
Graph Data Distributed File System Shortest Path

Fig. 8.1 The Big Data Shortest Path Graph Computing (BDSPG) System Architecture
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We propose an approach for the parallel shortest path computation with multiple
queries of a pair of vertices using Apache Spark. In this approach, we have two
functions: The One Pair Shortest Path (OPSP) algorithm to find the best route
between a pair of vertices, and the main driver program which builds the graph,
constructs and parallelizes the queries, and invokes OPSP function. Algorithm 1
(Fig. 8.2) shows the OPSP algorithm. In this algorithm, we employ the concept
of the well-known Dijkstra algorithm to find the optimal route between source
and destination in a graph problem. This algorithm first explores the neighbor
vertices of the current vertex from distPaths[0] (the path of minimum distance
from src to dest), inserts the neighbor’s vertex id to a set of explored vertices
exp[], if the neighbor vertices have not been explored in advance, keeps track
of explored paths from source to the neighbors (the list of vertices to reach the
neighbors) and its distance (neboursPath.concat(distPathRest)), picks the path with
minimum distance to be explored further (sortByDist() ascending), and calls the
OPSP function itself (recursive) until the path with minimum distance meets the
destination, then will return the minimum distance and the paths to reach the
destination (dist, paths.reverse()).

Algorithm 2 (Fig. 8.3) shows the main driver program. It builds the graph, the
queries, and executes the queries with OPSP algorithm. First, the program builds a
graph from the given input of vertices and edges G(V,E). Then, constructs queries
q from the given input of list of queries(src,dst), which contains multiple pairs of
src and dest. Furthermore, g is partitioned with np size and becomes Q(src,dst).
Afterwards, Q(src,dst), G(V,E), and initialization variable exp/] as a set of explored
vertices, and distPaths(list(k,v[])) as an initial step of O distance and source vertex
are passed to OPSP function in Algorithm 1. Multiple queries of Q(src,dst) are
executed in parallel by multiple executors in cluster nodes of Spark. Thus, each
executor computes different multiple queries at the same time 7.

8.3.1 Dataset

We have used the DIMACS [94] dataset. The DIMACS is a collection of various
datasets. It also has road network dataset containing more than 50 states of the USA
and various districts. It is an undirected weighted graph that consists of millions of
edges and nodes. We considered in our experiments the entire US dataset. We have
also investigated in this chapter results for five different states of the USA. These
are District of Columbia (DC), Rhode Island (RI), Colorado (CO), Florida (FL),
and California (CA). Each node has node id, latitude, and longitude. Every edge
also has source node id, target node id, travel time, distance, and category of road.
Table 8.2 shows the number of edges and vertices in different states as well as for
the complete US road network. Figure 8.4 graphically displays degree of vertices
for selected states and whole US road network.

We also have visualized road network dataset using Gephi [95]. We have only
visualized the DC and RI state data set as shown in Figs. 8.5 and 8.6, respectively.
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Algorithm 1: One Pair Shortest Path (OPSP)
Input : G(V, E) < graph data
Q(sre, dest) « list of queries
exp| | ¢ init of explored vertices
distPaths(list(k,v[])) < init of explored paths with distance
Output: shortest path of Q(sre, dst)

1 if distPaths == null then
2 | return (0, 0)
3 else
4 foreach i < dist Paths.iterate() do
5 minDistPath((k,v[])) + dist Paths[0];
6 disPathRest < distPaths[l, dist Paths.length()];
7 dist « minDistPath.k;
8 paths| | < minDist Path.v;
9 head < paths|0];
10 rest < paths[l, paths.length()];
11 if head == @);.dst then
12 | return (dist, paths.reverse())
13 else
14 neboursPath « list((0,[])):
15 nb < G(head);
16 de < nb.distance;
17 ve + nb.vertice;
18 foreach nb.iterate() do
19 if exp| ].contains(ve) then
20 | continue
21 else
22 | neboursPath « (dist + de, ve.concat(paths))
23 end
24 end
25 combDist Path + neboursPath.concat(dist PathRest);
26 sortDist Path < combDist Path.sortByDist();
27 OPSP(G, Q, exp.concat(head), sort Dist Path);
28 end
29 end
30 end

Fig. 8.2 The One Pair Shortest Path (OPSP) Algorithm

We could not visualize the other states data due to the large size which cannot be
handled on a single PC. We have only visualized two states to perceive the structure
of road network datasets. We will look into visualizing larger datasets using Spark
in the future.
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Algorithm 2: Main Function

Input : E « list of edges
V'« list of vertices
Q(sre, dest) « list of queries
np <— number of partition
Output: file of shortest path list
1 G(V,E) + RDD(V,E);
2 g + queries(sre, dst) ;
3 Q(sre,dst) + RDD(qg).repartition(np):
4 SPL + OPSP((G(V,E), Q(sre,dst)), exp| |, distPaths(list(k,v[]));
5 SPL.saveAsFile;

Fig. 8.3 The Master Algorithm

Table 8.2 USA road network dataset

Name of Road Network Vertices Edges Type

District of Columbia (DC) 9559 14,909 Undirected
Rhode Island (RI) 53,658 69,213 Undirected
Colorado (CO) 435,666 1,057,066 Undirected
Florida (FL) 1,070,376 2,712,798 Undirected
California (CA) 1,890,815 4,657,742 Undirected
USA (whole country) 23,947,347 58,333,344 Undirected

8.4 Results and Discussion

For experimental setup, we have built a Spark cluster setup on the Aziz supercom-
puter [34]. In this configuration, we have used different number of nodes, varying
from one to sixteen. We have used Apache Hadoop HDFS to store input and output
data. Apache Spark has been used for the data processing. The Master and Salve
Spark nodes used on the Aziz supercomputer have the following configuration.

e Linux CentOS, JDK 1.7, Dual Socket Intel Xeon E5-2695v2 12-core processor,
2.4 GHz, Total 24 cores, 96GB RAM, Apache Spark 2.0.1, GraphX Apache
Hadoop HDFS.

8.4.1 Single Shortest Path Query Results

In our earlier work [33], we had presented results for a single shortest path query
on up to 16 nodes (368 cores) for the USA states DC, RI, CO, FL, CA, and the
whole US road network with up to over 23 million vertices and 58 million edges
(see Table 8.2). See [33] for the detailed results and analysis.
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Fig. 8.5 District of
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Fig. 8.6 Rhode Island road

network
Parallel Execution Times vs Cores (10,100,1000)
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Fig. 8.7 Parallel execution time of varying number of cores

8.4.2 Multiple Shortest Path Query Results

The aim here is to investigate and achieve high performance in finding the shortest
path of multiple queries with our proposed parallel-shortest path algorithm between
the source and the target. Using Spark, we run in parallel a varying number of
queries, each computing shortest path between a (source, destination) pair; see Sect.
8.3 for details. In these experiments, we use Rhode Island (RI) road network, USA,
which consists of 53,658 vertices and 69,213 edges.

The results in Fig. 8.7 show that parallelization does not have a significant impact
when executing a small number of queries. This is because the job is too small
compared to the number of cores. It has an ineffective job distribution and takes a
long time for I/O overhead among the cores which are distributed among up to 10
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nodes (with 24 cores each). Three different queries are used in the figure: 10, 100,
and 1000 queries. The horizontal axis shows results for varying number of cores:
23, 46, up to 230. Each Aziz node contains 24 cores. However, we keep one core
for the operating system to perform its job. Thus, we utilize 23 cores for each node.
The vertical axis gives the total runtime to compute the whole sets of queries.

A larger number of queries (10 K, 100 K, and 1 M) show a clear reduction and
advantage in execution time while parallelizing the whole sets of queries as shown
in Figs. 8.8 and 8.9. As usual the letter K denotes a thousand and M indicates a
million.

Parallel Execution Times vs Cores (10K)

2000
1800
1600
1400
1200
1000

800

600

400

200 I I
0

92 115 138 161 184 207
Number of Cores

Parallel Run Times

Fig. 8.8 Parallel execution time of varying number of nodes

Parallel Execution Times vs Cores (100K, 1M)

160000 = 100000 = 1000000
. 140000
£ 120000
< 100000
£ 80000
= 60000
£ 40000 I I
>l |Il|||
23 69 115 161 184 207
Numbcr och)rc.s

Fig. 8.9 Parallel execution time of varying number of nodes
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8.4.3 Speedup

According to the experimental results in Sect. 8.4.2, we have calculated the achieved
speedup. Figure 8.10 depicts that the achieved speedup is increasing with the
increasing number of cores: 46 to 230. The figure depicts the speedups for six
different query set sizes: 10, 100, 1 K, 10 K, 100 K, and 1 M. Note that the speedups
for smaller computations get saturated for a smaller number of nodes compared to,
for example, for larger query set of 1 M. The speedup is measured by using the
following well-known formula.

T
Sp=—
Ty
Sp denotes the achieved speedup, while Ts denotes the execution time of the
sequential computation, and 7p denotes the execution time of parallel computation.

8.4.4 Relative Speedup

To further elaborate the speedup saturation for increasing query set sizes and the
number of cores, we now investigate relative speedup, the core-based speedup. The
gained relative speedup is quite stable for large number of queries (1 M), and it is
fluctuating for 100 K queries, as shown in Fig. 8.11. Whereas, for small queries
less than 10 K, the relative speedup is decreasing. The following formula is used to
calculate the relative speedup.

S
Relative speedup = N_lé

Sp and NC indicate the achieved speedup and the number of used cores, respectively.

Achieved Speedup vs Cores
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Fig. 8.10 Achieved speedup with different number of cores
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Fig. 8.11 Achieved relative speedup with different number of Aziz nodes

8.5 Conclusion

Smart applications and infrastructures are increasingly relying on graph computa-
tions to model real-life problems and process big data. The emergence of many
graph-based software, programming languages, graph databases, and benchmarks,
and their use in application domains provide the evidence for the increasing
popularity of graph-based computing. In this chapter, we have our earlier work
on single source shortest path computations of big data road network graphs using
Apache Spark. In our earlier work [33], we had used the US road network data
modelled as graphs and calculated shortest paths between two vertices over a
varying number of up to 368 compute cores. The experiments were performed on
the Aziz supercomputer (a former Top500 machine [34]). We had analyzed Spark’s
parallelization behavior by solving problems of varying graph sizes, i.e., various
states of the USA with up to over 23 million vertices and 58 million edges. We call
our system the Big Data Shortest Path Graph Computing (BDSPG) system.

In this chapter, we have focused on computing a set of large varying number of
shortest path queries on a (source, destination) vertex pair. The number of queries
used were 10, 100, 1 K, 10 K, 100 K, and 1 M, executed over up to 230 CPU cores.
We achieved good performance, and as expected, the speedup is dependent on both
the size of the data and the number of parallel nodes. In addition to the extended
results, we have provided a detailed literature on shortest path graph computations.
The system architecture for graph computing in Spark was explained with additional
details using the architecture depiction and elaborated algorithms.

Future work will look into improving algorithms for sequential shortest path
algorithm and its parallelization including data locality. There is a need for further
performance analysis of our proposed system. We wish to apply the BDSPG system
to the smart city case studies developed in [5, 6, 55].
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Chapter 9 ®
A Survey of Methods and Tools for oo
Large-Scale DNA Mixture Profiling

Emad Alamoudi, Rashid Mehmood, Aiiad Albeshri, and Takashi Gojobori

9.1 Introduction

According to The American Heritage Medical Dictionary, DNA profiling is “the
identification and documentation of the structure of certain regions of a given DNA
molecule, used to determine the source of a DNA sample, to determine a child’s
paternity, to diagnose genetic disorders, or to incriminate or exonerate suspects of a
crime [1].” DNA profiling (also named DNA typing, DNA fingerprinting, or DNA
testing) which was first introduced in 1985 by Alec Jeffreys has changed the area
of forensic science significantly [2]. Dr. Jeffreys has found that there are several
regions in the human DNA that contain repeated DNA sequence. He found that these
DNA sequence areas may differ from one person to another. Dr. Jeffreys was able
to measure the variation in these DNA sequences by developing a unique identity
test called Restriction Fragment Length Polymorphism (RFLP). The repeated DNA
areas are called Variable Number of Tandem Repeats (VNTRs).
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Fig. 9.1 DNA profile interpretation can have multiple usages, such as determine child’s father and
find a criminal among suspects

Today, DNA profiling is helping in many cases to identify an innocent from
guilty. Human Identity test can also be used in contexts such as missing people
investigation, parentage test, ancestry test, and disaster victim identification (see
Fig. 9.1).

The DNA typing is considered today to be the most useful tool in the hand of
law enforcement. Moreover, computer databases which contain DNA information
of criminals which was taken from crime scenes had helped to associate a crime to
an offender. Due to having a specific set of Short Tandem Repeat (STR) loci in these
massive databases, it is unlikely to see a new set of DNA markers to be introduced
shortly [2].

In order for a DNA sample to be processed, several steps should be consid-
ered [2]. First, obtaining the DNA from a biological source. Second, assessing
the amount of DNA recovered. Third, isolate the DNA from its cells by using
Polymerase Chain Reaction (PCR), which is a technique for copying specific DNA
areas. Finally, the STR alleles which have been generated from the previous step
will be examined. Figure 9.2 shows the steps used in DNA sample processing.

However, many difficulties may occur during the procedure of producing a
DNA profile that affects the analysis of the sample. One of these problems is
the stochastic effects, which arise during DNA extraction. Other challenges are
allele drop-out, PCR process, allele sharing, and PCR amplification artifacts. Such
difficulties hardened the accurate interpretation of the DNA profile [3].

The result of the DNA sample processing will be compared to other sample or
databases to check the similarity. If there is a match or “inclusion,” this indicates
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Analysis of data by comparisons of
stained DNA bands of individuals
and probability calculation

Fig. 9.2 The needed steps for DNA sample processing

that both samples were taken from the same source. On the other hand, if there is no
match, the result would consider as “exclusion,” which means there is no biological
relation between the two samples [2]. A case report will be made by a forensic
specialist explaining the result and containing random match probability answering
the similarity question.

The Scientific Working Group on DNA Analysis Methods (SWGDAM) advise
forensic report to contain a prediction of the number of contributors to the mixture
that is under examination [3]. Usually, the number of contributors of a sample that
taken from a crime scene is unknown. Therefore, an analyst should estimate it

according to the electropherogram obtained. This assumption affects the final weight
of DNA evidence [3].
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In this chapter, we provide an extended review of DNA profiling methods and
tools with a particular focus on their computational performance and accuracy. This
is an extended version of our earlier work [4]. We have added further elaborations on
the DNA profiling methods including DNA biology and genetics. Also, we discuss
different HPC systems, namely, cloud, clusters, GPUs, and FPGAs. A background
on parallel computing, MPI, OpenMP, and Java multithreading has been added.
Additional DNA profiling tools have been reviewed and further explanation on the
existing tools is provided. To the best of our knowledge, this is the first review work
on DNA profiling tools.

Faster interpretations of DNA mixtures with a large number of unknowns and
higher accuracies are expected to open up new frontiers for DNA profiling in
the smart societies era. In the coming years, the complete genome sequencing
technologies in a single or only a few cells will be easily available. These
technologies may change the situation of DNA profiling completely. In this case,
it is obvious to prepare appropriate statistical methods for that. It will be, therefore,
important to prepare the mathematical and statistical algorithms for complete-
genome-sequencing-based DNA profile. Emerging computational and big data
developments [5], along with Internet of Things (IoT) [6] and smart society
environments [7], will provide opportunities for new services related to DNA
profiling.

The rest of the chapter is organized as follows. Section 9.2 describes background
concepts related to this chapter including a background on DNA concepts, DNA
profiling, parallel and High-Performance Computing (HPC). Section 9.3 discusses
several methods for evaluating the DNA mixture statistically. Section 9.4 describes
a number of approaches that rely upon the calculation of likelihood ratio to interpret
DNA profile. We further discuss the importance of the Number of Contributors
(NoC) in profiling a DNA mixture in Sect. 9.5. Some implementations that estimate
the NoC was mentioned in the same section. Section 9.6 then illustrates notable
DNA profiling tools. We conclude and give an outlook for the future of DNA
profiling in Sect. 9.7.

9.2 Background Material

We now give a brief background of the various concepts and methods related to
DNA profiling. The list of topics covered are DNA biology and genetics, forensic
science, DNA mixture and its technologies, genetic markers, factors that increase the
complexity of DNA profiling, likelihood estimator, the use of HPC in bioinformatics
field, and HPC system and parallel frameworks.
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9.2.1 DNA Biology and Genetics

The basic unit of living species is the cell, which produces energy and raw materials.
To keep a cell operating, thousands of proteins are required. An individual body
usually contains 100 trillion cells [2]. All these cells come from a single cell called
zygote, which is formed from the merging of the mother’s egg and the father’s
sperm. All cells share the same genetic sequences. Inside the nucleus of the cell is
a chemical substance called DNA, which encodes protein construction data and cell
replication information.

DNA, or Deoxyribonucleic Acid, is acting like a blueprint for our bodies since
it contains all the required information for passing down genetic attributes to next
generations. The entire DNA of a cell is called a genome.

DNA serves two essential purposes: first, makes replication of itself; second,
handles information about protein producing instructions. Its alphabet contains only
four letters: Adenine (A), Thymine (T), Cytosine (C), and Guanine (G) [2]. These
letters are known as nucleotides or bases. Different combination of these bases can
make the difference between humans and other species. The human body contains
around three billion nucleotides. Each nucleotide is linked to its complementary
base through hydrogen bonds that link the bases. The complementary base for
adenine is thymine, and it cannot pair up with either cytosine or guanine. On
the other hand, cytosine can only pair up with guanine. Moreover, there are three
hydrogen bonds that connect cytosine and guanine, and two bonds linking thymine
and adenine. Therefore, the C-G base pair is a bit stronger than the A-T ones [2].

DNA is composed of two twisted strands, or double helix, each of which comes
from both parent. The DNA is divided into chromosomes; each chromosome acts
like a container for the DNA molecule in a thread-like structure. A human genome
is made up of 46 chromosomes or 23 pairs of chromosomes. Out of these 23
pairs, 22 pairs are autosomal chromosomes and one pair of the chromosome is for
sex determination. Males will have X and Y chromosomes, whereas females will
have two X chromosomes. Autosomal chromosomes are frequently used in human
identity test [2], while the sex determination chromosome is usually used for sex
determination tests.

A cell is called haploid if it contains only one set of chromosomes, like gamete
cell (sperm and egg) However, if two sets of chromosomes do exist, a cell then
is called diploid [2]. Triploid and tetraploid refer to having three or four sets of
chromosomes, respectively.

A chromosome will have coding and noncoding areas: coding areas, or gene, are
the regions that have the essential information for protein construction for cells. A
gene size range between a few thousand and tens of thousands of base pairs [2]. A
one-to-one comparison between biological and printed terms is presented in Fig. 9.3.
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9.2.2 Forensic Science

Forensic DNA tests had a major influence on the evolution of the criminal justice
system. Yet, the advancement of new technologies is enabling forensic labs to
expand its capabilities and improved the sensitivity of the DNA interpretation.

Butler [8] thinks that this area would develop in the future in three main
areas; DNA technologies will become faster, the sensitivity of extracting relative
information will increase, and higher volume of data will be expected due to that
sensitive nature. He argued that STR will remain the dominant genetic marker.

According to Butler [8], key challenges in the forensic science field are the
subjectivity, inconsistency of the complex DNA mixture interpretations between
different laboratories and analysts, and the need for training forensic analyst to
enhance interpretation of DNA profiles.

9.2.3 DNA Mixture

A sample is called a DNA mixture when two or more individuals contribute
to it. Under some circumstances, the interpretation of a mixture could be more
challenging. Allele sharing is one of the factors that increase the difficulty of
interpreting a profile [2]. If we have a two-person mixture, then we expected to
observe only four alleles per locus. However, this rule may change if we have
alleles overlapping or if we have heterozygous individuals. If we have more than
four alleles per locus, then we might deal more than two people mixture [9].

DNA mixtures interpretation is a very demanding task [10]. Perez et al. define
the DNA mixtures as when two or more people contribute to the same sample.
They added that contributors include victims, perpetrators, or other people who
interact with the crime scene. Yet, the mixture can be complex when it became a
subject of allele drop-in or/and allele drop-out [11]. A detailed introduction to the
DNA analysis on the forensic science domain was given by [2, 12]. Butler gives
a historical overview explaining the evolution of the area. He also explains the
structure of the DNA and its fundamental component.

9.2.4 Technologies for DNA Profiling

The topic of DNA profiling was improved by the new advances in the technology.
Weedn and Foran [12] gave a general overview of the latest updates and challenges
in the forensic science domain related to DNA profiling. STR followed by PCR
amplification is one of the most used methods that regularly used in forensic
labs [12]. Other markers such as Single Nucleotide Polymorphisms (SNP), Y
chromosome STRs, and mitochondrial DNA are also considered. Weedn and Foran
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argued that the forensic DNA typing is the most dominant method in the forensic
science laboratory. They mentioned that the forensic test usually performed with
taking into consideration the court challenges. Therefore, the forensic science
only uses a well-validated procedure, and all the laboratory processes should be
documented. The protocols should be ready to be defended against legal attacks.

New technologies had not only increased the quality of profiling the DNA
mixture, but also amplified artifacts such as stutter, variabilities, and baseline noise.
Monich et al. [13] had introduced a quantitative signal model which forms the
variability in a stutter, baseline noise, and allele peak height. They had also applied
the chi-squared and Kolmogorov-Smirnov (KS) tests on the true peak heights and
noise to test the fitness of various probability distribution classes. They argued that
the interpretation of signal measured from a DNA sample used to be accomplished
by using thresholding. Nonetheless, using thresholds during DNA analysis might
lead to losing valuable information. For that reason, new methods that don’t rely on
threshold were developed.

9.2.5 Genetic Markers

Many genetic markers are used for mixture analysis such as restriction fragment
length polymorphism (RFLP), STR, SNP, Y chromosomes, and mitochondrial DNA
(mtDNA). The number of contributors in a mixture can be identified by counting
the number of Y-STR alleles [14]. mtDNA can be used to determine the number of
contributors and also it can be used with degraded specimens.

RFLP The restriction fragment length polymorphism (RFLP) was a popular DNA
analysis during the 1980s [12]. RFLP was introduced by Dr. Edwin Southern in
1975. It involves too much work, yet it reveals only a little. Therefore, it was
replaced by other techniques which were more robust, sensitive, and affordable.

STR STR marker has been used for DNA mixture analysis for many years.
Available commercial tools offer limited STR markers, which give limited statistical
support for the inclusion of mixtures. Therefore, Y chromosome STR analysis has
been introduced to give extra means for the analysis of mixtures in forensic cases.

SNP SNP is a genetic variation among individuals. It appears throughout a person’s
DNA. In a diploid human genome, which consists of around six billion base
pairs, there are almost 15 million SNP sites [12]. However, this method has many
problems. For example, it cannot be used when the suspect is unknown. Moreover,
SNP is not compatible with STR databases, and establishing SNP database would
require extra work [14].

mtDNA Mitochondrial DNA analysis is used in cases when tissues are lacking a
nucleus. Since it is present at a high copy number in each cell, it has been used with
highly degraded specimens. In forensic labs, mtDNA is wildly used to analyze shed
hair that lack roots [12]. In addition, it can be used with fingernails and keratotic
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Table 9.1 A comparison between DNA typing methods in forensic labs

DNA interpretation method | PCR-based | Date of introducing | Usefulness

RFLP X 1980s Regular caseworks

STR v 1980s Regular caseworks

SNP v 2000s Extremely degraded sample
Y-chromosome v 2000s Vaginal swabs in rape cases
mtDNA v 1990s Degraded sample and hairs

It was inspired by [12]

skin. However, forensic labs do not highly adopt mtDNA because it depends on
DNA sequencing, which is labor-intensive, slow, and expensive process [12].

The Spanish and Portuguese Working Group of the International Society for
Forensic Genetics (GEP-ISFG) made a considerable effort toward standardizing and
improving the accuracy of the mtDNA analysis.

Table 9.1 shows a comparison between some DAN profiling methods. The first
column describes the genetic marker. Column 2 specifies whether or not the genetic
maker is PCR-based. Column 3 states when the genetic marker starts to be active.
The last column shows how the genetic marker can be used.

9.2.6 Factors Increasing the Complexity of DNA Profiles

Different phenomena affect the complexity of interpreting a DNA profile. These
factors include: the number of contributors, peak heights, stutter, a major peak
masking, a stutter peak masking, population, drop-out probability, drop-in probabil-
ity, and analytical threshold. No software had yet considered all these factors in its
calculation [15]. Therefore, it is part of the challenges that face people who develop
DNA mixture analysis tools to select which factor to model in their implementation.

9.2.7 Likelihood Estimator

Likelihood ratio (LR) is the probability comparison between evidence under two
propositions [2]. One is called the prosecution hypothesis, which assumes that the
DNA collected from a crime scene goes to the suspect, whereas the other is the
defendant hypothesis, which assumes that the matches between the suspect and the
questioned sample happened coincidentally. The two considered propositions are
mutually exclusive.

The likelihood ratio is calculated by putting the prosecution hypothesis as a
numerator while putting the defendant hypothesis as a denominator [2]. The LR
equation is:
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Table 9.2 The strength of

5 * Likelihood ratio | Corresponding evidence
evidence according to LR

result [2] 1to 10 Limited support
10 to 100 Moderate support
100 to 1000 Moderate strong support

1000 to 10,000 Strong support
10,000 or greater | Very strong support

LR = Hp/Hd ©.1)

If we assume that the suspect commits the crime (100% probability), which is
the prosecution hypothesis, then Hp = 1. Additionally, if the STR typing result
is heterozygous, the probability of the defendant hypothesis would be Hd = 2pq,
where p and q are the occurrences of the allele one and two for a locus in a relevant
population [2]. If we have a homozygous STR typing, then the probability of the
defendant hypothesis would be Hd = p?. Therefore, the equation would become:

LR =Hp/Hd =1/2pq 9.2)

Butler [2] said that if the final result was greater than one, then this result would
support the prosecution side. While if it is less than one, then the defendant theory
would be in favor.

Typically, the LR will have a higher ratio if the STR genotype is rear because of
the reciprocal relationship. LR is the inverse of the locus estimated frequency [2].
Note that the likelihood ratio can be more complex depending on the mixture of the
evidence.

The strength of the result of the likelihood ratio in terms of the prosecution’s case
can be interpreted numerically as presented in Table 9.2. Column 1 represents the
LR value, while Column 2 is showing the corresponding strength of evidence.

9.2.8 HPC Systems

In this section, we will explain four different types of HPC systems: FPGAs, clouds,
GPUs, and clusters. Generally, FPGAs and GPU give better performance when
algorithms are well designed, but they are extremely resource-constrained.

Cloud Usually, cloud NGS tools are built on the basis of the MapReduce frame-
work [16]. Hadoop framework typically comes with MapReduce, and it distributes
the work among compute cloud. MapReduce approach guarantees fault tolerance,
load balancing, and redundancy. An example of a genome assembler that uses
MapReduce framework is [17]. Nevertheless, privacy is still an issue when talking
about cloud solutions.
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Clusters Cluster HPC implementation usually combines Message Passing Inter-
face (MPI) with another paradigm. MPI is used to distribute the task to other nodes
(inter-node). On the other hand, the other paradigm usually takes care of the shared
memory parallelism (intra-node). MPI + OpenMP is a common hybrid solution to
perform fine- and coarse-grained optimization.

Optimize HPC implementation are much better than Hadoop solutions because
fine-grained optimization is harder to achieve on Hadoop [16]. Consequently,
Apache Spark was introduced to avoid Hadoop drawbacks. Still, well-tuned HPC
implementation typically one order of magnitude faster than Apache Spark [16].
Apache Spark has the advantage of well-handling node failure and data replication.

A good future solution would combine HPC approaches and big data for
processing NGS data. Such an approach has been successfully applied in domains
such as machine learning [16].

GPU At its best performance, GPUs can give one order of magnitude better per-
formance than CPUs [16]. CUDA is a programming language for general purpose
applications runs at GPUs. Several NGS applications were successfully developed
such as genome assembly [18], error correction [19], and k-mer counting [20].

However, developing an application to run on GPUs using CUDA requires a steep
learning curve. It needs a deep understanding of GPUs architecture. As a result,
very few tools have been targeting GPUs. Nevertheless, the new effort to develop
highly optimized libraries such as NVBIO (https://developer.nvidia.com/nvbio) and
the availability of languages like OpenACC might boost the GPUs effort in life
science domain [16].

FPGAs FPGAs are chips that are able to be programmed that includes memory
blocks and logic gates that can be configured manually. The configuration process
usually is done through Verilog or VHDL programming languages [16]. FPGAs
offer a highly scalable solution for NGS data. Example of FPGA-based tools
includes FAssem assembler [21] and FADE tool for error correction [22]. Major
drawbacks of using FPGAs-based are the long development cycle, and they are
often not compatible to run on different FPGA generations. Yet, the new progress
on higher level programming languages like OpenCL has smooth the way for the
development of FPGAs-based solutions.

9.2.9 Parallel Frameworks

Parallel technologies are interesting on how to get the maximum benefit of the
multicore/many-core processors and networked computing resources.

Many architectures have been proposed to enhance the resource utilization,
namely, symmetric multiprocessor architecture (SMP), non-uniform memory access
architecture (NUMA), simultaneous multithreading architecture (SMT), single
instruction multiple data architecture (SIMD), and graphics processing unit (GPU).
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In addition, multiple parallel programming frameworks have been suggested such
as OpenMP, MPI, and MapReduce.

Various memory architectures exist, namely, shared memory, distributed mem-
ory, and hybrid memory architecture [23]. Shared memory systems enable all
processes within the system to share memory as global memory space. In distributed
memory systems, each processor has its own memory that cannot be reached by
others, and no global address is available. They communicate, and send and receive
data, through the network. Finally, hybrid memory systems combine both shared and
distributed memory architectures. In clusters of multi-core or many-core processors,
all processors within the machine shared their memory within each other; however,
different machines can communicate over the network.

MPI Message Passing Interface (MPI) is a library specification for message
passing model for distributed memory systems. It has multiple implementations
such as OpenMPI, MPICH, and GridMPI [23]. Each processor, when using MPI,
will have its own memory; moreover, it still can access other processors’ memory
using network communication. MPI offers point-to-point, from one processor to
another, and collective communication, from one or many processors to one or
many processors. MPI can send and receive message between processes in different
modes, such as block and non-block communication. The message size can be in
gigabytes [23]. MPI can run on many platforms like Windows, OS X, Linux, and
Solaris. Programs written with the help of MPI can run on a single machine or a
cluster of machines.

OpenMP OpenMP is an interface (API) for shared memory parallelism. It facili-
tates the programming process since it provides a set of directives for synchroniza-
tion, parallelization, and managing the shared memory among threads.

When compiling a software written using OpenMP, multithreaded programs will
be generated. Then, threads will share the memory address which will smooth the
communication among threads.

OpenMP helps software developers to build parallel programs without in-
depth knowledge of multithreading mechanism. Fine-Grained parallelism can be
maintained over the OpenMP directives. Multiple languages support OpenMP such
as C, C++, Fortran, Java, and it can run on multiple platforms like UNIX, LINUX,
and Windows.

Java Multithreading Java supports multithreading shared memory parallel pro-
gram language, which enables developing parallel software [24]. Multithreading
feature in Java allows the execution of more than one part of a program concurrently
to achieve better utilization of the computer resources. This can be achieved in Java
through two ways: (1) extend the thread class, (2) by using the runnable interface
[24]. One process can have multiple threads that share the same address space.
Thus, a synchronization mechanism is vital to ensure data protection. Java implicitly
maintains synchronization by using a lock for each object [24].
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Java also provides a parallelization through distributed memory system by using
API called MPJ, MPI equivalent for Java. MPJ allows developing a parallel software
to run on a cluster system [25].

9.2.10 High-Performance Computing in Bioinformatics

Bioinformatics is a field that deals with massive data. Such data may require an
extended time frame to be processed. Therefore, high-performance computing can
help in shortening the time needed to finish the data processing. Perez et al. [10]
discuss how HPC can help in solving bioinformatics problems. Authors had agreed
that using advanced technologies had enabled remarkable discoveries in the medical
field. They discussed different HPC systems which are used in bioinformatics area
such as GPU computing. Graphics Processing Units (GPUs) are used to increase
the computational capabilities of a group of PCs at a lower price. Moreover,
they mentioned some HPC implementations in the bioinformatics field. These
applications include Virtual Screening, Parallel Processing of Microarray Data,
and Big Data Analytics and Network Models. In the end, authors had mentioned
some drawbacks in the current HPC domain such as the energy consumption which
can be overcome by using the virtualization concept, which enable sharing system
hardware among different users. Other problems are the total cost of ownership
and the high learning curve in upcoming programming models to influence their
computational power.

Memeti et al. [26] had analyzed a DNA sequence on a heterogeneous platform
that works with the Intel Xeon Phi coprocessor. These heterogeneous platforms
usually come with one or more Xeon Phi devices and one or two general purpose
CPUs. Researchers had introduced a parallel algorithm which can assign the
workload of DNA sequence analysis to the different Xeon devices and host general
purpose CPUs. This parallel implementation was aiming to reduce the overall
analysis time. They also introduced a machine learning method that can predict
the performance of the proposed algorithm on both the host and device. Finally,
they evaluated the performance of their proposed method using human and animals’
DNA on a platform that consists of an Intel Xeon Phi 7120p device with 61 core and
two 12-core Intel Xeon ES CPUs.

Bell and Gray [27] had given an overview of the history of supercomputer
since the 1960s. Moreover, they tried to predict the future and how the next
trend would be. They illustrated 50 years of evaluation in the high-performance
computing domain. Authors argued that in 2001, there existed two major types of
architectures: clusters of scalar multiprocessors and clusters of Cray-style vector
supercomputers. They said that in the 1960s, Seymour Cray had proposed a parallel
instruction implementation using parallel and pipelined function units. In 1982,
Cray’s research had reached to the multiprocessor (XMP) structure which helped
to introduce the current supercomputer architecture. This architecture was sharing
10% of the market in 2001. However, a single node had reached its limit. So, to
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go beyond that, a cluster architecture was proposed. In the 1980s, a cluster by
CMOS-based killer micros had overcome the single node by better performance,
scalability, and lower price. In 1993, NASA was looking for a supercomputer that
satisfies its need which was 1 Gflops workstation. To achieve that, a Beowulf project
was established which cost $40,000. In 2001, 28 Beowulfs were among the Top500
fastest supercomputers. In the end, authors had expected that there would be two
possible paths for supercomputers to evolve in the future. One is an application-
centric vector supercomputer. While the other concentrate on peta-scale datasets
where users can get access to data.

Diegoli et al. [28] had estimated the recombination rate among 15 X STR markers
by using data of genotype from 158 families and following earlier suggested a
likelihood-based method which allows for single-step mutation. The computational
challenges from the previous study were overcome by introducing a multi-core
parallelization on the HPC system. Authors had argued that X STR is useful in
forensic science due to a number of features such as their ease of haplotype inference
because of the male hemizygosity and their particular mode of inheritance. They
also added that few studies had systematically estimated the recombination rate
among X STRs. Nonetheless, none of these studies had been comprehensive as their
study.

To write an algorithm that can utilize an HPC system, a person should be
able to deal with parallel programming languages. However, when writing an
algorithm, different bugs may occur. Laguna et al. [29] had described the latest
updates in designing a saleable debugging tool. They argue that debugging a parallel
program is more difficult than debugging a serial one. Authors had focused on
three dynamic debugging methods in both parallel programs and MPI instructions.
The first dynamic approach is discovering scaling bugs, which helps to find bugs
that are latent at a small scale while manifesting themselves at a larger scale.
Vrisha is an example of this technique. Second, behavior-based debugging, this
technique is based on observing the behavior of the processor. This helps to reduce
the huge number of parallel processors into a small number of behavioral groups.
AutomaDeD framework is a simple model of task behavior that saves information
related to patterns and timing in each task’s control flow. The information allows the
developer to detect performance problems. Finally, software defects in MPI, MPI
library implementations have suffered from software bugs, especially when ported
to new machines. Many of these bugs are hard to find by average programmers.
FlowChecker is an example of software that can detect MPI bugs. In the end, authors
had focused their attention on three main problems that are still open in the domain
which are programmability challenges, performance bugs, and detecting silent data
corruptions.

In DNA profiling, the use of HPC has been limited. MPI has not been used. Most
of the parallel tools have been developed using Java threads (e.g., LRmix Studio,
Ceeslt, and NOCIt), OpenMP (e.g., LikeLTD), and Snow parallel package in R (e.g.,
Kongoh and Euroformix). A distributed memory implementations of DNA profiling
methods have not been reported to date.



9 A Survey of Methods and Tools for Large-Scale DNA Mixture Profiling 231
9.3 DNA Profiling: General Methods

Several methods had been proposed to evaluate a DNA mixture statistically.
Likelihood ratio, the combined probability of inclusion/exclusion (CPI/CPE), and
a modified random match probability (mRMP) are some examples of these methods
[30]. In February 2000, the FBI’s DNA Advisory Board had strongly recommended
the first two methods to be used [2]. Moreover, in 2006, the International Society
of Forensic Genetics (ISFG) had emphasis on the value of likelihood ratio [30].
There are six steps to interpreting a DNA mixture which was first described by
Tim Clayton in 1998 [2]. First, we need to identify the existence of a mixture.
Second, the allele peaks should be selected. Third, we need to determine the possible
number of contributors. Fourth, compute an approximation of the ratio of the people
who contribute to the sample. Fifth, we need to calculate all potential genotype
combinations. Finally, a reference sample comparison should be made.

In the CPI approach, an equal weight is given to all possible genotype combina-
tions. Therefore, a lot of information is being wasted when using this approach
which makes it inefficient when working with distinct genotypes [30]. This
approach does not require prior knowledge of the number of contributors because it
is evaluating all genotypes’ combination based on the evidence profile [30].

The Random Match Probability (RMP), on the other hand, is usually used with
single-source samples; therefore, a modified random match probability (mRMP)
was proposed to deal with more single-source samples [30]. Unlike CPI, this
approach requires prior knowledge of the number of contributors in the mixture and
will not work well with low-level profiles. An example of two- and three-person
mixtures calculations using mRMP was described in [31].

According to Bille et al., LR is the most dominant method of evaluating a DNA
mixture. However, both mRMP and LR make use of the available information in the
sample where CPI does not tend to do so.

More detailed analysis of the three methods and their advantages and weaknesses
can be seen in Butler’s book “Advanced Topics in Forensic DNA Typing: Interpre-
tation” [30].

9.4 DNA Profiling Using Likelihood Ratio

LR is considered as the most appropriate and powerful approach for calculating
the weight of DNA evidence. There are three methods using LR that are widely
described in the literature. The first method is the binary model, which is the sim-
plest yet it cannot handle complex mixture [32]. Second, the semi-continuous, which
is the most used by scientists since it is easy to understand and explain, but it still
neglects relevant information [33]. Finally, the continuous which overcomes most
of the previous models’ shortcomings. It utilizes most of the available information
provided by the sample, yet it is harder to be accepted and explained in a courtroom
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[32]. These models may involve a human or computerized process depending on the
complexity of the approach. Kelly et al. [33] had made a comparison between these
three approaches which are suggested by the DNA Commission of the ISFG.

Many frameworks that interpret complex DNA profiles rely on the likelihood
ratios approach such as [11]. Gill et al. had mentioned a set of guidelines which
can help to evaluate any complex mixture. In addition, they provide some features
for any model that might deal with complex interpretation such as the ability to
incorporate several contributors. They emphasize the fact that the calculation must
be provided in a fast manner.

Most of the likelihood ratio-based analysis require the number of contributors
to be given before the analysis start. For instance, [34-39] rely on the number of
contributors on their analysis.

However, others had tried to avoid using it in their interpretation, such as [40,
41]. Russell et al. had developed a semi-continuous method that can calculate
the likelihood ratios without previous knowledge about the contributor’s number.
Their simple model has the abilities to calculate the statistical weight to inclusions.
They had also provided a limit test which will guarantee the absence of any false
inclusion by chance. To test the proposed unconstructed likelihood ratio (UCLR)
model, researchers had collected a set of DNA mixtures with known contributors
in different ratios. The result shows good performance on three people mixture.
However, the performance becomes worse as the number of contributors increased.

9.5 Estimating Number of Contributors for DNA Profiling

Today, most applications that interpreted the DNA profile do require the number of
contributors to be available as input [40]. Different methods have been developed
to conclude the number of contributors in a DNA mixture. One of these methods
is called Maximum Allele Count (MAC). This approach calculates the minimum
number of contributors who might contribute to a sample by counting the observed
alleles at each locus. Nevertheless, this method may not be valid to work in a
complex mixture because of the complexity of allele sharing [42]. New methods
that were proposed do not only rely on the number of observed alleles, but also on
the frequencies of observing the allele in the population. Biedermann et al. [43] had
developed a probabilistic method that performs a Bayesian network to conclude the
number of contributors in DNA mixture. The new approach performs better than
MAC with a degraded DNA sample and a higher number of contributors. Maximum
Likelihood Estimator (MLE) is another method used to estimate the number of
contributors. It tries to maximize the likelihood value of the DNA profile [44].
Haned et al. [45] had compared MAC and MLE. The efficiency of both methods
had been analyzed and compared for identifying two to five-person mixtures. Three
different situations were used to test both methods. First, when all contributors
belong to the same population and when allele occurrences are known. Second,
when allele occurrences are not known, which may occur in population subdivision.
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Finally, a condition of partial profiles and how it could affect the estimation
accuracy. MAC method is used to set the lower bound that can clarify the number
of alleles in a mixture. Haned et al. believe that MAC is unreliable since there is
a chance for allele sharing between people which called the masking effect. The
result of the comparison supports the use of MLE when a mixture contains more
than three contributors. However, when three or two people contribute to a mixture,
MAC would perform better.

However, as the number of contributors increased the risk would increase. Haned
et al. [46] had analyzed the risk of dealing with three-, four-, and five-person
mixture. They have done that by comparing the gold standard LR to the casework
LR. The gold standard LR is when the number of contributors and genotypes are
known which means the availability of all required information to compute LR per
contributor. Authors showed the result and the implied thoughts of analyzing high
order mixture in the forensic domain. Haned et al. argued that the low template DNA
mixture of three-, four-, and five-person are common in forensic casework, yet it is
hard to interpret.

Many methods are used today to evaluate the number of contributors in a sample
such as [3, 9, 10, 47]. Perez et al. had created a strategy that could find out the
number of contributors from two to four-person mixtures for both low template
and high template DNA amounts. The proposed strategy helped to provide a useful
tool to differentiate between high and low template two-, three-, and four-person
mixtures. The four-person mixtures show some difficulties due to the allele sharing
phenomena.

Egeland et al. focus on calculating the number of contributors in a mixture by
maximizing the likelihood. The proposed approach is based on single SNP. The
method tried to answer two questions: Is it a mixture? And if yes, then how many
markers are required and how they should be selected. One of the recommendations
that was driven from the result was regarding the number of markers needed to
calculate the number of contributors which is 100 markers.

A typical algorithm for finding the best allele pair in a locus to interpret a
mixture is presented in Algorithm 9.1. Such a process is essential when calculating
the number of contributors in a DNA profile. Moreover, it is considered as a
performance bottleneck.

On the other hand, Marciano and Adelman [48] proposed a machine learning
approach that can estimate the number of contributors in a mixture. Their approach
can handle mixtures with up to four contributors. The testing phase of this method
shows a good result. The model first will be trained on a set of data, then it will
be able to guess the number of contributors in DNA sample correctly. According
to Marciano and Adelman, such a problem perfectly fits the domain of machine
learning. The abundance of human mixture data can help to train the model well.

Yet, the machine learning approach suffers from several drawbacks. First, the
quality of the result depends on the trained data. Uncorrected data may harm the
system and lead to faulty results. Second, a training phase is always required before
using the system. Such a phase is time-consuming and it might need to be redone
many times. Third, the accuracy of the system starts to shape up after working
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Algorithm 9.1. calculate locus’s best allele pair that give best interpretation of the sample

1: procedure GeneProbCalc(stepSize, noc, lname, revLoci, for Loci, DN Amass, Allele At Loci, LDO)
//noc=number of contributors, Iname=locus name, LDO= Locus Drop Out

2 locAlleles = Allele AtLoci|locusname]
3 MeanAndStd = Meanstd(locusname) //find mean and stddev
4 for i=0 to stepSize do

5: g=random array between 0 and 1 with size noc
6 for j=0 to noc do

7 for k=0 to 2 do

8 r=Generate random number that does not exceed the interval of the locus
9: allele = AlleleRange[r] //get the allele in the selected interval for a specific locus
10: Add allele to Peakscumulative

11: contMass=g[i-1]*DNAmass

12: if Rand() < ExpVal(locusName, LDO, contMass) then

13: ValidAlleles.add(allele)

14: weightlallele] = weight[allele] + contMass

15: end if

16: end for

17: end for

18: for aName=ValidAlleles.start to ValidAlleles.end do //aName=Allele Name
19: if locAlleles contains allele then

20: (mean, variance) =Meanstd(weight[allele]) //find the mean and stddev
21: if revLoci[lName] && Rand()<ExpVal(lname, RevStut DropO, weight) then
22: rMu=ExpVal2(IN ame, mean, weightallele]) x allele.height

23: rSigma=ExpVal2(IName, Stddev, weight[allele]) * allele.height

24: revAlleleStut = aName - 10 // get the reverse

25: fowStutPeak = Peakscumulative[allele]

26: end if

27: means|revAlleleStut] = means[revAlleleStut] + rMu

28: variances[revAlleleStut] = variances[revAlleleStut] + rSigma * r

29: if forLoci[lName] && Rand()>ExpVal(IName, forStutDropO, weight) then
30: fMu=ExpVal2(IName, Mean, allele.weight)  allele.height

31: fSigma=ExpVal2(IName, Stddev, allele.weight) * allele.height

32: fowAlleleStut = aName + 10 // get forward

33: fowStut Peak = Peakscumulative|allele]

34: end if

35: means|fowAlleleStut] = means|fowAlleleStut] + rMu

36: variances|fowAlleleStut] = variances| fowAlleleStut] + rSigma * r Sigma
37: end if

38: end for

39: for temp=Peakscumulative.start to Peakscumulative.end do

40: mean.add(temp.allele, M eanAndStd|0])

41: variances.add(temp.allele, Mean AndStd[1] * MeanAndStd[1])

42: end for

43: locus Prob=calcLocusPeakHeightsProb(Peakscumulative, means, variances)
44: Summation+ = locusProb

45: if locusProb > currMax then

46: currMax = locusProb

47 for alleleName=selectedValidAlleles.start to selectedValidAlleles.end do
48: currMazAlls.add(alleleN ame)

49: end for

50: end if

51: end for

52: result.add(Summation, currMazx, currMaxAlls)

53: Return result

54: end procedure

Algorithm 9.1 A typical algorithm for calculating locus’s best allele pair that gives the best
interpretation which helps in finding the number of unknowns in a DNA mixture (algorithm
inspired by NOCIT tool [3])
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large data of human DNA mixtures. Such data may not be easily available. Finally,
as the maximum number of contributors increase, the accuracy of the prediction
will be declined. Authors said that they didn’t go up to five contributors because
misclassification of five contributors may occur on four contributors mixture [48].

9.6 Software Tools for DNA Profiling

A number of tools are available that implement various DNA profiling methods.
These include DNA MIX [49], Euroformix [34], LRmix [36], LRmix Studio [32,
50], TrueAllele [35], LikeLTD [38], Lab Retriever [15], Ceeslt [37], NOCIt [3],
DNAMiixture [51], Forensim [52], MixtureCalc, Mixture Analysis [53], FamLink
kinship [54], DNA Mixture Separator [55], and STRmix [56]. We will review the
most notable tools in this section. At the end of this section, we will provide a
comparison between the selected tools.

9.6.1 DNA Mix

There are three versions of this software, and all of them are open sources. The third
version is the most notable and powerful one among the three, and is based on [49].
This version is written in Java and is appropriate for complex mixtures as well as
single-contributor stains. The software will ask for the database, stains, genotype,
and hypothesis to be inputted.

On the latest version, dependency of all alleles was carried by contributors to the
DNA mixture. All contributors will be assumed to belong to the same population,
which will increase the effect that is being considered. Authors of DNA MIX did
ignore the probability of null alleles. Thus, only homozygous contributors contribute
a single allele to a profile. A simple GUI has been developed in this version
(Fig. 9.4).

9.6.2 LRmix Studio

LRmix Studio is a software designed to interpret complex DNA profiles. It was built
on its previous version, which called LRmix; however, LRmix Studio is much faster
and more flexible. It can measure the probative value of any (autosomal STR-based)
DNA profile [50]. It can handle uncertainty in the DNA mixture from the allelic
drop-out and drop-in. Moreover, it is written in Java, and it is open source under the
GPLV3 license (Fig. 9.5).


http://people.math.aau.dk/~tvede/dna/mixsep.php
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Fig. 9.4 The user interface for DNAMIX v3.2
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| Locus

Fig. 9.5 The user interface for LRmix Studio v2.1.3

This software is following the semi-continuous model of interpreting DNA
profiles. Both the prosecution and the defense hypotheses assume that contributors
are unrelated. Yet, under the defense hypothesis, contributors can be related to an
unknown contributor.

If there are missing data in the reference profiles, LRmix Studio tool will be
unable to work properly. Moreover, it cannot deconvolute DNA profile because it
does not explicitly include the information of the peak height.
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9.6.3 TrueAllele

TrueAllele is a software that computes DNA interpretation automatically. It can
infer genetic profiles from all sorts of DNA samples. The software applies the
continuous model; however, no open source version of the code is available. It was
written in Matlab. Analysis followed by a comparison of TrueAllele is presented on
[35] using real information that has been taken from actual cases.

TrueAllele can separate complex DNA profiles into its component genotypes. For
each locus for a given contributor, the genotype and the uncertainty of that genotype
are labeled using the probability distribution over the potentials of the allele pair.

TrueAllele applies the MCMC (Markov Chain Monte Carlo) statistical search to
sample from the joint posterior probability distribution. For each locus in every
contributor, the posterior probability for the genotype is going to be calculated.
Thus, to remove the examination bias, the genotype will be inferred exclusively
from the evidence data [57].

9.6.4 Lab Retriever

Lab Retriever [15] is a free software developed to estimate the likelihood ratios
that combine a probability of drop-out. It was built on the top of another software
called LikeLTD which was written in R language. The front end of the software was
developed using CSS, JavaScript, Python, and HTML. On the back end, authors
rewrote the code using C++ to acquire more speed. The software uses the semi-
continuous model. It computes likelihood ratios for up to four unknown contributors
to a DNA sample.

Lab Retriever uses dynamic programming to speed up the computation, which
will avoid iterating over all genotypes. This tool estimates the likelihood ratio and
compares the evidence under various hypotheses, while still allow for drop-out of
alleles.

In order for the system to work, the user must specify as an input the following:
The detected alleles in the evidence profile, the suspect genotype, the genotype of
other contributors, the considered hypotheses, and the database of allele frequency.

Moreover, several parameters should be specified such as the probability of drop-
in and drop-out and the co-ancestry adjustment value (Figs. 9.6 and 9.7).

9.6.5 Ceeslt

Ceeslt (CEES: computational evaluation of evidentiary signal) [37] is a method
that integrates two features of the continuous approach to calculate the LR and
its distribution which are conditioned on the defense hypothesis and the linked
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Table 9.3 The running time

. Number of contributors | Average time (minutes)
of Ceeslt under different

number of contributors 1 7
2 50
3 140

p-value. It combines stutter, drop-out, and noise in its calculation. For calibration
information, it uses a single-source sample with known genotypes. It calculates the
LR for a selected Person of Interest (POI) on a questioned sample, together with the
p-value and LR distribution.

To assess the performance of Ceeslt, it was tested using 303 sample files ranging
between one and three contributors, and the mass of the sample was ranging
between 0.016 and 1 ng. The analysis results show a dependency on the number of
contributors. Therefore, a good estimation for the number is critical for an accurate
result.

The running time of the tool depends on the number of contributors. As the
number increased, the time complexity will increase too. See Table 9.3 for more
details on Ceeslt running time.

Multithreaded is already implemented on Ceeslt to increase resource utilization
to acquire more speedup.

The software was written in Java and is available as a (jar) file. An in-depth
analysis of the software was presented on [37].

9.6.6 LikeLTD

LikeLTD is a software that is used for computing the likelihood of DNA profile
evidence, including complex mixtures. It has been written in R. However, since the
fifth version, the computation-intensive areas in code have been rewritten in C to be
executed in parallel. This software applies the continuous model of calculating the
Likelihood ratio. These areas include the computation of genotype combinations for
unknown contributors, computing allele doses for each genotype combination, dose
adjustments for relatedness, heterozygosity, drop-out, and power.

The runtime of the peak height model is much slower than the runtime of
the discrete model, yet it yields a higher evidence weight (see Table 9.4). The
time complexity of the peak height model scales up with the number of unknown
contributors, the number of observed peaks, and the number of replicates in the
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Table 9.4 The runtime of

h ; Hypothesis Model WOE | Runtime (Minutes)
calculating the Weight of ;
Evidence (WoE) using the Q/X + K1 + Ul | Discrete 2.3 14
two different models for the Peak height | 8.2 23
laboratory case [38] Q/X + Ul + U2 | Discrete 0.5 38

Peak height | 7.8 200

profile. Other parameters that increase the runtime are the modeling double-stutter
or over-stutter. Parallelism was achieved on the C++ code by using a shared
memory parallelism (OpenMP).

The runtime of the algorithms was recorded using a node with eight Intel Core 17
processors (3.1 Hgz per core) and with 15 Gb of RAM. The result is presented
in Table 9.4. The first column describes the hypothesis that was applied. Two
hypotheses were used. Q is a contributor to the crime scene profile under the Hp
while X is the unknown individual under Hd that assumes to contribute to the profile
instead of Q. The hypotheses may specify the number of K which represent the
known contributors whereas U is the unknown contributors. The second column
indicates the used model whether it uses discrete or peak height. The last two
columns are showing the weight of evidence and the corresponding running time.

9.6.7 DNAMixture

DNAMixture is a statistical model that calculates and analyzes DNA sample for
one or more contributors [51]. It uses Bayesian network representation to speed
up the computation and allow analysis of mixtures which contain several unknown
contributors. Alleles observing process is objective, and it does not depend on a
subjective preprocessing of the DNA profile [58]. Such a preprocessing can lead
to more errors. The model has been tested on some real case and the results were
sensible and robust [58].

This software has been written in R and follows the “fully continuous” statistical
model. Its authors claim to develop all methodology within a framework for
consistent analysis and transparency. The application does not have a graphical
user interface, which requires a basic experience in R. DNAMixture relies on
an R package called “Hugin.” Hugin is used to compute the Bayesian network.
DNAMiixture is not parallelized, yet the Hugin package is.

The computational complexity of the model depends on several factors. The
running time of DNAMixture when there are five unknown contributors took 3 h
on a regular desktop machine [58]. Authors claim that they perform analysis on
several cases which takes 35 min; when they analyze the same cases using another
tool called TrueAllele [57], the runtime goes to 36 h [58].
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9.6.8 Kongoh

Kongoh [59] is an open-source application based on the continuous model for
interpreting DNA sample. This model deals with artifacts and allelic drop-out ratio
on its calculation, but it doesn’t consider allele drop-in probability. It performs
a Monte Carlo simulation based on the probability distributions of the given
parameters. Next, gamma distributions will be used to approximate the peak heights
that were generated by the simulation.

The number of contributors is not required to be given as an input. Kongoh can
determine the number of contributors when it ranges from one to four. However, the
accuracy will be affected when the number of contributors increases to reach 33%
when the number of contributors becomes four. Kongoh can handle sample with a
small amount of DNA, and also with degraded DNA samples. The software has a
graphical user interface. R language was used to write Kongoh and its source code
is available online.

On a standard desktop computer, one mixture might take around 10 h when
hypothesizing 1-4 contributors. However, when hypothesizing 1-3 contributors,
the runtime will decrease remarkably to a few minutes [59]. Its performance was
compared to EuroForMix (version 1.7) and LRmix Studio (version 2.1.3) in [59]. In
the future, authors of Kongoh are looking to use newer STR typing kits with higher
sensitivity.

9.6.9 EuroForMix

EuroForMix is a software based on the fully continuous approach to estimate STR
DNA profiles from a complex DNA sample of contributors with artifacts. It is
available as an open source. EuroForMix was written in R language. Nonetheless,
the likelihood function was written in C4+4- to speed up the computation. The
software introduces a parallel implementation, since the v0.5.0, using snow R
package. The parallel implementation will only be considered when a number of
unknowns are at least 3 (not performed yet for database searching or non-contributor
simulation). A number of processes will be similar to the number of random start
points required in the optimization.

Euroformix requires a significant amount of computational time when the
number of unknown contributors is four or more. Table 9.5 gives an approximation
time complexity for each number of unknown contributors. From the table, it is
clear that the time consumed when we have four unknown contributors was too
much. Column 1 describes the number of contributors while Column 2 gives the
corresponding time taken.
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Table 9.5 An approximate
overview of the time taken to

Number of unknown contributors | Runtime

calculate the LR depend on 1 ls

the number of unknown 2 1 min

contributors [60] 3 30 min
4 24 h

Table 9.6 The runtime using
a different maximum number
of contributors [3]

Number of contributors | Time range (Mode)
1 <1 min (0.2 min)

2 15-30 min (17 min)
3 30 min—1.5 h (1 h)
4 1-5h (4 h)

5 5-20h (14 h)

9.6.10 NOCIt

NOCIt [3] analyzes the DNA sample to calculate the number of contributors in a
mixture. Java programming language was used to write the software. It determines
the number of contributors (from 1 to 5). NOCIt can only interpret an autosomal
STRs data which are independent of each other. Moreover, the software is not
developed to deal with a stutter.

The execution time of [3] depends on the maximum number of contributors, the
number of loci/alleles considered and the processing speed of the computer. It is also
dependent on whether multiple runs of NOCIt are occurring at the same time, i.e.,
two NOCIt interfaces are open at once and running two separate samples. Table 9.6
provides the runtime of NOCIt. The first column gives the number of contributors,
whereas the second column describes the range of time taken to analyze that number.
The result was collected from a dual-core laptop with Intel” CoreTM i5-3380 CPU
@ 2.9 GHz (Fig. 9.8).

9.6.11 STRmix

STRmix is a probabilistic genotyping application which performs the continuous
model of interpreting the DNA profile. The DNA profile interpretation is based
on a Markov Chain Monte Carlo (MCMC) sampling model [39]. It calculates the
likelihood ratio which is the probability of the DNA evidence under two hypotheses,
defense and prosecution hypotheses.

It was built to interpret single and mixed DNA profiles. Moreover, it follows
the SWGDAM recommendations. It utilizes information that extracts from a DNA
sample, such as peak height, to calculate the probability of a DNA profile for all
possible genotype combinations. The software considers aspects such as allele drop-
in, allele drop-out, and stutter. The software has been written in Java, and it’s only
available for purchase.
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Fig. 9.8 The user interface
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Moretti et al. [39] had tested STRmix and they argued that it can be used to
interpret single-source profiles and mixtures of two, three, four, and five persons.

9.6.12 A Comparison of the DNA Profiling Tools

A general comparison between the selected tools is presented in Table 9.7. The
first column gives the names of the software. Columns 2—-8 provide information
about various features of the software. Column 2 gives information on whether
the software has a GUI or not. Column 3 and 4 are illustrating if the selected
software considers the phenomena of drop-in and stutter on its interpretation.
Column 5 describes the model that used to calculate LR. The sixth column describes
the programming language that used to build the selected software. Column 7
indicates the availability of source code. The last column describes the used parallel
framework. Note that the table is missing some information due to either the lack
of resource for some software or because of the inability to access the software’s
source code.

A timeline that shows the history of introduction of the compared tools is
presented in Fig. 9.9.

9.7 Conclusion

Interpreting DNA mixture is a common practice in forensic science domain. It is a
complicated process that requires an extended period of time. We gave an overview
of the DNA profiling field. A historical background, along with its application
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Table 9.7 A general comparison between the review softwares

E. Alamoudi et al.

Calculation Source
GUI | Drop-in | Stutter | model Language | Code | Parallelism
LRmix studio [15, | Yes | Yes - Semi- Java Yes Java
32, 50] continuous multithreading
TrueAllele [34, 35] | Yes | Yes Yes Continuous | Matlab No -
DNAMIX V.3 [49] | Yes |- - - Java Yes No
Euroformix [34] Yes | Yes Yes Continuous | R, C++ | Yes Snow package
Ceeslt [37] Yes | Yes Yes Continuous | Java No Java
multithreading
NOCIt [3] Yes | Yes Yes Continuous | Java No Java
multithreading
DNAMixtures [51] | No | Yes Yes Continuous | R Yes No
Kongoh [59, 61] Yes |No Yes Continuous | R Yes Snow package
LikeLTD [38] No | Yes Yes Continuous | R, C Yes OpenMP
Lab Retriever [15] | Yes | Yes - Semi- C++ Yes No
continuous
STRmix [39, 56] Yes | Yes Yes Continuous | Java No -
NOCIt
LabRetriever
TrueAllele LRmixstudio Euroformix Kongoh

1999 2013 2015 2017

17 N\ 7\

&/ N\

DNAMIX STRmix DNAMixtures  Ceeslt
2004 LikeLTD 2014 2016
2012

Fig. 9.9 DNA mixture analysis tools introduced over the time. This timeline describes the year of
introduction of each tool

was mentioned. We, then, discuss the needed steps to sample a DNA mixture and
what are the required technologies. After that, we reviewed the literature based
on their classification into describing DNA profiling in general. We focus later on
approaches that follow the Likelihood Ratio model. We also reviewed the various
tools and compared their performance and accuracy. This is an extended version of
our earlier work [4].
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In the end, we would suggest the use of Euroformix and LikeLTD for DNA
profiling since they are already performing parallelism. They both utilize most of the
available information in the DNA sample because they follow the continuous model
for calculating the LR value. The source code for the two software is available for
assessment and modification. However, Euroformix provides a GUI which gives it
a slight advantage over LikeLTD for users who have no technological expertise.

A frequent necessity to apply these tests might raise the need to speed up
the runtime of such analysis. The computational complexity has been the major
deterring factor holding the area advancements and applications. An improvement
would give a chance to interpret mixtures with a larger number of unknowns and
within a shorter time frame. The investigation of the relevant literature reveals
that the current approaches for parallelization of DNA profiling rely on shared
memory parallelization. A distributed implementation is needed to speed up the
computations allowing for the use of a large number of cores and processors.
This is our ongoing research, which will be reported in the near future. Faster
interpretations of DNA mixtures with a large number of unknowns and higher
accuracies are expected to open up new frontiers for DNA profiling in the smart
societies era.

In the coming years, the complete genome sequencing technologies in a single
or only a few cells will be easily available. These technologies may change
the situation of DNA profiling completely. In this case, it is obvious to prepare
appropriate statistical methods for that. It will be, therefore, important to prepare
the mathematical and statistical algorithms for complete-genome-sequencing-based
DNA profile. High-performance computing will play a key role in speeding up DNA
profiling methods, particularly those HPC techniques which exploit domain-specific
data and algorithmic patterns [62], system heterogeneity (e.g., disks for space,
and accelerators for speed) for its advantage [63], and virtual organization models
(similar to grids [64]) for information sharing across organizational boundaries.
Hierarchical system structures will be needed to localize and optimize data and
computations [65]. Internet of Things (IoT) would be integrated in smart city
systems to create innovative services [7] and deal with big data-related challenges
[6]. Mobile, fog, and cloud computing [5, 66—68] will enable dynamic system
environments, seamlessly connecting users and systems.

Acknowledgments The work carried out in this chapter is supported by the HPC Center at the
King Abdulaziz University.
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Chapter 10 ®)
An Architecture to Improve the Security oo
of Cloud Computing in the Healthcare

Sector

Saleh M. Altowaijri

10.1 Introduction

Cloud technology is a widely adopted technology in the present era. This technology
has given new life to all business organizations. It is also used in the healthcare
sector and is increasing business flexibility in medical organizations. Flexibility,
pay-as-you-go, cost effectiveness, greater efficiency, and agility are some of the
benefits of this technology. While there are many advantages, there are also some
risks, particularly with regard to the security of data in the cloud, which is the most
challenging issue at all times. In cloud computing this has became more problematic
because the actual data are stored in another location. So, provision of security for
the data in the cloud is a tedious task for cloud computing organizations. We are
talking here only about the healthcare cloud.

At present the healthcare sector requires creation of an environment that reduces
time-consuming efforts and other costly operations to obtain a patient’s complete
medical records and uniformly integrate this heterogeneous collection of medical
data to deliver them to the healthcare system. Electronic health records (EHRs)
have been widely adopted to enable healthcare providers and patients to create,
manage, and access healthcare information from any place and at any time. Cloud
services provide the necessary infrastructure at lower cost and better quality.
Cloud computing, when used in the healthcare sector, reduces the cost of storing,
processing, and updating, with improved efficiency and quality. But the security
of data in the cloud is not satisfactory today. The EHR consists of images of the
patient’s records, which are highly confidential. EHRs in healthcare include scan
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images, DNA reports, x-rays, etc., which are considered the patient’s private data.
Provision of security for a large volume of data with high efficiency is required. Data
in the healthcare cloud are in an encrypted form. These data are very important and
an attractive target for cybercriminals. Many researchers have proposed architecture
to secure the healthcare cloud, and many techniques for securing the data in the
cloud have been investigated. These researchers are both industry experts and
academicians. Here, we present some of the researchers’ previous work.

Kim et al. have presented a trusted model for efficient reconfiguration and
allocation of computing resources, depending upon the user’s request [1]. Trust
calculations are made to achieve reliability. A collaborative trust model of firewall-
through based on cloud computing has been proposed by Yang et al. [2]. A protocol
to establish trust and confidentiality while accessing data has been proposed by
Ahmed et al. [3]. Brodkin [4] has recognized seven security risks that are essential
to consider before enterprises make decisions regarding transformation into a cloud
computing model. Cloud computing as an approach introduces new risks, influences
others, and magnifies some, according to Chen and Zhao [5]. These risks and their
effect on security risks and vulnerabilities have been explained by Grobauer [6].

In earlier work, Mehmood and colleagues looked at the use of grid and cloud
computing in healthcare [7, 8], transport [9—11], and distance learning [12]. In this
chapter, we discuss security issues in the healthcare cloud and propose architecture
to secure data in the healthcare cloud.

Section 10.2 of the chapter gives an overview of cloud computing, cloud
architecture, and the advantages of cloud computing. Section 10.3 discusses the
great benefits that the use of cloud computing can bring to healthcare organizations.
Sections 10.4, 10.5, and 10.6 discuss cloud computing security, methods of cloud
security, and security threats in the healthcare cloud, respectively. Section 10.7
describes the background to secure healthcare cloud architecture and reviews the
relevant literature. Section 10.8 introduces the proposed secured architecture for the
healthcare cloud and the results of using it. Section 10.9 concludes the chapter.

10.2 Cloud Computing: An Overview

Cloud computing is the spread of computing services such as servers, storage,
databases, networking, software, machines and more devices over the internet,
which is known as “the cloud.” Those organizations who offer these services are
called cloud providers and normally request money for cloud computing services on
the basis of their usage, similarly to how electricity or water are paid for at home.
Figure 10.1 illustrates a typical cloud, which is accessed through various devices
and infrastructure.
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10.2.1 Types of Cloud Services: laaS, PaaS, and SaaS

Cloud computing services are divided into three categories: infrastructure-as-
a-service (IaaS), platform-as-a-service (PaaS), and software-as-a-service (SaaS).
These are like a computing stack, because they are created on top of one another
and look like a stack. The following is a brief introduction to each type. Figure 10.2
depicts these three service categories.

(a) Infrastructure-as-a-service (IaaS): This is the most basic category of cloud
computing. By [aaS, we mean the information technology (IT) infrastructure
such as servers, virtual machines (VMs), storage, networks, operating systems,
etc., from a cloud service provider on a pay-as-you-go basis [13].

(b) Platform-as-a-service (PaaS): This refers to cloud computing services that
provide an on-demand environment for developing, testing, delivering, and
managing software built applications. PaaS is considered to make it easier
for developers to rapidly develop web or mobile apps, without thinking about
managing the original infrastructure of servers, storage, networks, and VMs
needed for development.

(c) Software-as-a-service (SaaS): This is a technique for providing software appli-
cations over the internet, on demand and typically on a pay-as-you-go basis. In
using SaaS, cloud providers host the infrastructure and platform by using the
internet, which can be connected to by using web browsers.
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10.2.2 Advantages of Cloud Computing

The healthcare sector is switching to cloud computing instead of traditional
IT solutions. Its main reasons are to manage dynamic needs for computational
resources, scalability of human resources, high infrastructure management costs,
and increases in demands for collaboration, multitenancy, and ubiquitous access.
To overcome all of these issues, cloud computing offers the simplest and best
solutions with cost effectiveness. These solutions are on-demand services, broad
network access, resource pooling, measured service, and elasticity. These services
are favorable, and their costs and maintenance requirements are easy for both clients
and organizations to bear [14, 15].

Hence, cloud computing is a big move to uplift anyone’s business. Let us think
about IT resources when there was no cloud computing, so we can easily understand
benefits of cloud computing. Why is cloud computing so popular?

Here, we give some common answers to these questions, by which we can easily
understand why organizations are turning to cloud computing services. The reasons
are:

1. Cost effectiveness: Cloud computing reduces the principal costs of buying
hardware and software, and the costs of managing and running an on-site data
center, i.e., a clusters of servers, round-the-clock electricity for light and cooling,
IT personnel for setting up the infrastructure, and many more costs.
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2. Velocity: Most cloud computing services provide personal service on demand, so
that even large volumes of data can be provisioned in seconds, generally in just
a few clicks, giving businesses a lot of ease and taking the stress off capability
planning [13].

3. Global scaling (regions): The advantages of cloud computing services include
the ability to scale elastically. In the cloud, that means providing the required IT
resources such as servers, computing control database, storage and networking
when they are needed and from the right regional location.

4. Enhanced productivity: On-site data centers typically require a lot of “racking
and stack” hardware setup, software patching, and other sustained IT manage-
ment tasks. Cloud computing removes the requirement for many of these odd
jobs so that IT teams can use their time to achieve more significant business
objectives [13].

5. Better performance: The biggest cloud computing services run on a universal
network of protected data centers, which are frequently upgraded to the latest
generation of fast and well-organized computing hardware. This offer several
advantages over a single business data center, including compact network latency
for application and greater economy of scale.

10.3 Cloud Computing and Healthcare

Trends in healthcare organizations have major impacts on health IT systems. There
is a huge escalation in demand for healthcare services because of population
increases and the increasing prevalence rates of chronic diseases. Moreover, there
are capital pressures stemming from the requirement to do extra work and good-
quality work with lesser and more costly resources and also reduced income.
Expectations for improved results, good-quality treatment, and more value from
the healthcare services that are provided raise the requirements for point-of-care
access to medical data, and parallel evolution and adoption of mobile devices,
by both medical staff and patients, are increasing the need for IT systems to
become customized. Also, the major increase in digitization of health records—
including greater acceptance of electronic medical records (EMRs), electronic
health records (EHRs), and personal health records (PHRs), and the growing
frequency of digital outputs from scanning and monitoring machines, such as
magnetic resonance imaging (MRI) scanners and bedside monitors and infusers—
provide more capacious and mixed digital data to take advantage of the possible
advantages of cloud solutions. Healthcare provider systems deploying cloud-based
computing and cloud services reap various benefits in contrast to those using
domestic client—server systems, including financial, and functional advantages. The
financial profit of cloud computing can be major, since cloud computing offers
cost flexibility and the possibility of cost savings. Heavy asset expenses can be
avoided because IT assets are acquired on demand as needed and paid for as
operating expenditure. Also, the cost of the workforce required to organize and
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maintain IT assets is built into the cost of cloud computing, so the need for further
healthcare supplier—trained IT staff and the associated costs may be decreased
when cloud services are used for IaaS and PaaS platforms, and even more so
for SaaS solutions, where the cloud service provider takes on the major share of
the work. From an operational viewpoint, cloud services offer elasticity and the
ability to adjust to demand quickly. Cloud services can propose better security and
privacy for health data and health systems. Cloud service provider data centers are
normally very safe and well secured against stranger and insider threats by use of
administrative, physical, and technical methods implemented and maintained by
expert professional staff. Cloud services can offer sophisticated security controls,
including data encryption and fine-grained access controls and access logging.
Medical systems created by using cloud services can give web access to information,
avoiding the necessity to save information on consumer devices. The requirement
for limited IT security skills within the healthcare sector is also minimized. Cloud
service providers normally function on such a level that they have all of the required
IT skills, with the range of those skills being spread across many customers.
Healthcare functionality can be improved by cloud-based healthcare IT systems
that propose the possibility of broad interoperability and integration. Healthcare
cloud services are internet based and usually use normal protocols; thus, connecting
them to other systems and applications is typically simple, although EHR/EMR
vendor contractual and scientific impediments continue to present a challenge. The
key to sharing information simply and securely is complex potential, and cloud
services are good enablers for this. Cloud services also maintain fast progress and
improvements, particularly for mobile and internet of things (IoT) devices, thus
meeting the demands imposed on healthcare IT systems by these new and rapidly
advancing technologies. Cloud services can enable remote ways into applications
and data via the internet through use of wired and wireless systems to enable
access at any time from anywhere that internet connectivity can be established.
Also, cloud services present the right to use to a much enhanced ecosystem of
healthcare suppliers, financiers, life science entities, and IT solution buddies, all
of which raise the potential for a wide variety of services to healthcare provider
industries. The main difference between traditional IT and cloud services is the way
of sharing responsibilities. In traditional IT, the IT organization is responsible for
almost everything. With cloud services, responsibility is shared between the cloud
service provider and the healthcare organization as the cloud service customer [16].
Perhaps the greatest functional advantage of healthcare cloud services is the wide
range of new capabilities that they are able to propose. These services offer the
chance to extend the capability on hand to health organization employees, in order
to apply better ways of working and to offer new services to patients. Complicated
analytical capability can be brought to bear to achieve better patient-specific and
population-based appraisal and organization [17].
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10.4 Cloud Computing Security

Nowadays, people are very conscious about their health; this is also the biggest
business in the world. People can pay a lot of money to doctors and hospitals to
save their lives. From the business point of view, this is a business whose demise
will never occur. Before the availability of technology, the hospital was the only
medium for provision of healthcare, but nowadays the scene has changed. Most
people have adopted these services as a business, and healthcare is now provided
online. This has become possible only because of cloud computing. With the help
of cloud computing, companies are changing their ways of providing services, e.g.,
by offering online consultations with doctors or online clinics and pharmacies, with
impacts on the quality of service delivery and the cost of these services. To manage
these changes, two forces are applied: the first is to fulfill the business imperative to
cut costs, and the second is to improve the quality of healthcare services. In the past
10 years, a large number of hospital IT departments have started to use good backup
and disaster recovery (DR) tools to keep their systems and data safe and recoverable
in the event of a system failure. Hospital users have always been assured that their
IT staff can promise a system uptime of 99.9%. However, with the increasing use
of cloud services for data protection purposes, IT must adjust to the new reality of
cloud-based DR options. For this, they use DRaaS (disaster-recovery-as-a-service)
[13].

The appearance of cloud computing technology with major advantages is one of
the present key challenges. This is a new prototyping technology based on “pay-on-
demand” for the use of information and communications technology (ICT) [18]. The
National Institute of Standards and Technology (NIST) in the USA has focused on
three models of cloud computing: SaaS, PaaS, and IaaS [19]. In healthcare cloud
computing for internal communications, an extensive number of computers and
servers are dedicated to meeting the requirements of the medical care business.
Healthcare services can be delivered to users (patients or physicians) through an
internet connection [20].

First, there is SaaS, where the cloud service provider provides access to particular
software functions, such as table processing or email. The cloud service provider
also manages any software upgrades and fixes protection problems. In PaaS,
clients may have remotely accessible computing control and can run their personal
applications. However, maintenance is the responsibility of the cloud providers.
Finally, IaaS is a latent option. In this scenario, customers may have remotely
accessible computing control, are able to run some of their own applications, and are
charged for resolution of any maintenance problems. There are many advantages to
using the healthcare cloud, such as allowing enclosed entities to store information
off-site. Moreover, if employees need to work remotely or move from one location
to another, healthcare cloud options provide them with the liberty to do so while still
being able to access important and critical information [21, 22].
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Additionally, this can assist organizations to reduce their operating or storage
costs, update services, and devote more resources to maintenance of software,
platforms, or infrastructure.

Also, it is important to note that the [US] Health Insurance Portability and
Accountability Act (HIPAA) compilation rule requires patient data to be well
protected, regardless of where it is stored. Organizations that are working as
contractor firm and do not necessarily analyze the data on a normal basis must
adhere to HIPAA rules. This particular system records every access attempt by the
username and include the date, time, relationship to the patient, etc. Still, more
research work is required in this field to increase the security of patient data and
users’ trust levels [16, 23].

Cloud computing has some major security issues. Because they have only limited
cybersecurity resources, many healthcare service providers have become vulnerable
to various attacks and have attracted cybercriminals [24]. Cloud computing has a
similar name to internet computing. How safe are our data? Data security is the
biggest concern in cloud computing. Reliability, authentication, availability, and
integrity are different aspects of data security. Reliability is related to trust in
computing. How we can trust cloud computing when we are not there? A person
should not share his or her data over the cloud if he or she is not comfortable
with the internet. Besides reliability there are many other security concerns in
cloud computing, such as authenticity, data locality, licensing security, and physical
damage. In the next section we discuss some of these security issues with their
previously proposed solutions. Here, we define the major security concerns for any
type of computing [25].

1. Authentication: Authentication is the process of confirming the truth about an
entity or a piece of data. Authenticity is a phenomenon that allows users to use
particular services.

2. Confidentiality: Confidentiality means a set of rules that restrict access to some
information to certain individuals.

3. Integrity: Integrity in terms of cloud security is the assurance that only authorized
or authenticated users can access or modify the data.

4. Availability: Availability, in the context of a computer system, means the ability
to access data, information, or resources in an appropriate format. It must be
ensured by the storage, which may be local or at an off-site facility.

5. Nonrepudiation: This means that neither the sender nor the receiver can deny the
validity of the data or information.

The above are the major security concerns in any type of computing. All issues
related to cloud computing refer to one of the above security concerns. In cloud
computing there are three components: SaaS, PaaS, and IaaS.
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10.5 Methods of Cloud Security

On one side, the job of cybercriminals is to steal confidential data. On the other
side, researchers and security experts propose the architecture needed to make data
secure in the cloud.

Multitenant Platform This healthcare cloud platform has been published in a
paper by Oh et al. [13]. This healthcare SaaS platform (HSP) provides an easy-
to-use, cloud-based, modular EHR system. In this architecture, the functional
and software analysis of an HSP has been designed in a layered architecture.
Exterior systems can interface with the HSP by using the Simple Object Access
Protocol (SOAP) and Representational State Transfer/JavaScript Object Notation
(REST/JSON). The multitenancy model of the HSP is designed as a shared database,
with a different schema for each tenant through a single application, although
healthcare data can be physically located in the cloud or at a hospital, depending
on regulations. The Consumer Directed Services (CDS) services are categorized
into rule-based services for medications, alert registration services, and knowledge
services. The above process of multitenant architecture is depicted in Fig. 10.3.

How to protect the data Protection of critical patient information and medical
records is one of the most basic duties of the healthcare industry and one of the most
firmly regulated. To defend data as they move in and out of the cloud requires data
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encryption, which makes the data unusable if they are compromised. It also demands
safe communication connections, which limit browser access and encrypt content as
it is moved over the network and throughout the cloud. However, data encryption
based on the Advanced Encryption Standard (AES) algorithm is very compute
intensive. This type of software-based encryption relies on compute-intensive
algorithms that can impact the performance of the computing network, particularly
when used pervasively to protect the massive volumes of information that pass to
and from the cloud. Traditional encryption solutions can create computing logjams
due to high performance overheads, making them less than optimal for protecting
cloud data traffic. Intel has worked to mitigate these performance penalties [26].

How to provide security against unauthorized access Realizing cloud com-
puting advantages while meeting stringent requirements for data security and
compliance requires hardening of the underlying platform, including the hardware,
software, and process methodologies. Better securing of both server and client
platforms helps safeguard cloud infrastructures, and better management of identities
and access control points at the network edges helps ensure that only authorized
users can enter the cloud. With malware attacks now moving beyond software to
target the platform, organizations face new risks from rootkit and other low-level
exploits that can infect system components such as hypervisors and the BIOS to
quickly spread throughout the cloud environment.

Protection of identity in the cloud Protection of identity on a cloud platform
begins with managing who has access to it. Identity protection devices (such as
Intel” IPT) provide a simple way for healthcare organizations to validate that
legitimate employees or approved users are allowed in from a trusted device. IPT
offers token generation incorporated into the hardware, which gets rid of the need
for (and cost of) a different physical token. It also confirm transactions and protects
against malware [27]. Figure 10.4 explains the extra security layer in the healthcare
cloud. Any user who wants to access a cloud application first needs to enter his or
her credentials (username and password) on the identity protection system and then
receives a one-time password (OTP) on his or her registered cell phone or email
address. Only if both are correct will the identity protection system allow that user
to access the cloud.

Protection of API keys Application programming interfaces (APIs) are the fun-
damental method used for exposing cloud applications to third parties and mobile
services. A hacker tries to break these API keys for unauthorized access. Many
researchers and scientists have suggested algorithms to protect API keys [28].

10.6 Security Threats in the Healthcare Cloud

Healthcare organizations have always struggled with information security. Because
the healthcare industry stores massive volumes of critical data and is subject to
strict compliance rules, it must make security its primary concern. Therefore, the



10 An Architecture to Improve the Security of Cloud Computing in the. . . 259

Fig. 10.4 Identify protection
in the cloud
OTP RECEIVES ON
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industry has long been doubtful about new technologies that could put data at risk,
including cloud technologies. Cloud computing poses many risks to data security,
data confidentiality, and overheads because of the huge volumes of data involved.
Data processed in the cloud are highly confidential, such as business records,
patient records, military records, etc. Therefore, proper encryption standards and
architecture must be applied to secure sensitive data against tampering [29].

However, everything changes, and the healthcare industry is changing as well.
In January 2018, an important decision was made: the National Health Service
(NHS)—the largest healthcare provider in the UK—officially approved the use of
US-based cloud providers to store patient data. According to the 2018 Netwrix
Cloud Security In-Depth Report, 84% of healthcare organizations already store data
in the cloud, but the NHS is the first state healthcare organization to give the go
ahead [4, 22, 29].

Here, we discuss some of the major security risks in the healthcare cloud.

Malware and viruses Malware and viruses are being developed continuously, and
ransomware (a type of malware that, once it has taken over the computer, threatens
harm) is one of the most frequent sources of attack. According to one report, a
company is targeted by ransomware every 40 seconds. Malware—such as NotPetya,
WannaCry, and Locky, in particular—has spread among healthcare providers. Even
the NHS itself has been targeted by WannaCry: the attack resulted in disruptions
at 37% of NHS organizations and cancellation of many appointments and surgeries.
Although the NHS did not pay the ransom, it did incur extra costs to cover cancelled
appointments, hire IT consultants, and restore data and systems after the attack,
besides incurring damage to its reputation. Unsurprisingly, nearly 61% of healthcare
organizations are reportedly worried about malware and the threat of unauthorized
access [30].
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Identity protection and access management Unauthorized access is the biggest
challenge in all types of cloud computing. This is a major security issue throughout
the world and a huge challenge in healthcare cloud computing. Many researchers
and IT industry developers are working to resolve this issue. According to a
Netwrix survey in January 2018, 68% of unauthorized access security concerns
are related to the healthcare cloud. This is the biggest security issue. Existing
organizational identification and authentication frameworks may not expand into
the cloud, and if these are based on unique username—password combinations for
individual applications, they can be a weak link in the security chain. In the cloud,
identity management helps to preserve security, visibility, and management, and
centralization of IT control of identities and access is useful.

Data encryption Data saved in the cloud usually reside in a multitenant
environment—a distribution virtualized server space—with data from other clients
of the cloud provider. Healthcare entities that move critical and synchronized
data into the cloud must make sure the data are encrypted at rest and in transit.
One of the main risks of multitenancy and shared computing resources within
cloud infrastructures is possible failure of the separation instrument that provides
separation of memory, storage, and routing between tenants.

Data compliance regulations Security laws and regulations vary at national,
regional, and local levels, making fulfillment a potentially complex issue for cloud
computing. For example, some countries in the European Union (EU) stipulate that
some health data must never cross those countries’ own borders. Other authorities
have detailed data compliance regulations that stipulate special handling of certain
kinds of health information (medical treatment of minors, disease history, etc.),
controlling transmission across local or state borders. To comply with these strict
data privacy laws, cloud infrastructures must be auditable for such features as
encryption, security controls, and geometric location.

Illegal activities of IT staff Although it seems strange, employees have been
identified as a security threat. Only 21% of healthcare industries have a complete
perception of what their IT staff members are doing in the cloud, and visibility of
the actions of business users is even rarer. Actually, the overall visibility of inner
actors is the lowest among all organizations surveyed. IT people are aware of this
difference, but the majority of them do not get essential support from the C-level to
address it. Only 50% of respondents say that they get top management support to
implement cloud security projects; this is the lowest outcome across all businesses
surveyed.

Human error This is also one of the biggest security threats; with just one small
mistake, the industry can lose billions of dollars within a second. According to
Verizon’s 2016 Breach Investigations Report, healthcare data breaches in 2015
were most likely to be caused by human error or unintentional error in the form
of stolen or lost assets, insider and privilege misuse, and miscellaneous errors, such
as improper device disposal or mishandling.
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Detailed above are some of the common threats that are spreading in the
healthcare cloud. The healthcare cloud also contains massive volumes of data.
Thus, the healthcare industry is worried about protecting these data. The HIPAA
and public health authorities (PHAs) have issued regulations to secure data in the
healthcare cloud. In the next section we describe some methods by which the
healthcare industry can save its data in the cloud.

10.7 Secure Healthcare Cloud Architecture

From past studies it has become clear that a large number of cybercriminals are
targeting the healthcare cloud. The reason behind this is that it is the most crucial
cloud and can generate a terabyte of data in a single day. Also, people are less
vigilant about security of health information than about the security of banking
or other organizations’ information, so this cloud is the easiest target for hackers.
However, in recent years, researchers have worked to ensure that data in the
healthcare cloud are censured and have proposed some architecture. Some of these
architectures are explained in this chapter.

The architecture proposed by Chondamrongkul and Chondamrongkul is very
similar to our method. This supports a healthcare system that allow patients to
be checked by mobile applications. A personal record application helps gather
health data from secure mobile cloud architecture for linked wearable devices and
cell phones, before saving them in the cloud. After that, a monitoring application
retrieves these data to enable doctors and other relevant medical staff to supervise
the patient’s condition [31].

Zhang and Liu have presented a paper in which they discuss EHR sharing and
integration in healthcare and analyze arising security and privacy issues in access to
and management of EHRs [14].

In 2013, Khan and Wan proposed an architecture to make data secure in the
healthcare cloud. In this work they introduced a trusted authority between the cloud
and the user. When any user want to access the healthcare cloud, it must be passed
by the trusted authority, which is usually linked to the private key store. They gave
a review of the wireless body area network (WBAN). They provided an outlook on
this promising field and discussed a cloud-enabled WBAN architecture for pervasive
healthcare systems. This system can be accessed by smart phones with an enabled
Wi-Fi connection or something similar [20].

10.8 Our Architecture

We have obtained help from big data to solve this issue. In our architecture to store
the data, there are some slave nodes and a master node. A slave node is responsible
for storing data, while a master node stores metadata. If anyone wants to store or
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process the data, than he or she must submit a request to the master node. The master
processes that request and sends it to the appropriate node. All customer information
can be accessed by the sensors, meaning that the system is very easy to use and it
is easy to generate quasistructured data. All of these data must be in an encrypted
form. This design security scheme is based on public key infrastructure (PKI) and
the RSA [Rivest—-Shamir—Adleman] algorithm, ensuring that only authorized users
can access a particular patient’s data at a certain time. There are two types of data
storage in the cloud: master storage and slave storage. The master storage holds
metadata, and the slave storage holds electronic patient records (EPRs) and consists
of medical and health data. The master storage can be accessed through the data
access service (DAS) containing the REST service for the application client. The
master storage holds the EPR, which is encrypted with the patient’s public key so
that only the personal record application on the patient’s device can decrypt it with
the patient’s own private key. The proxy storage holds the EPR as it is requested by
the monitoring application. The EPR’s metadata in the master storage are encrypted
with the public key of those who request and have permission to access it, then it
is signed by the patient‘s private key for integrity and authenticity checks. Once a
doctor or medical staff member retrieves the EPR using the monitoring application,
he or she verifies the EPR using the patient’s public key to prove its authenticity,
before decrypting it with his or her own private key [2]. Figure 10.5 illustrates our
proposed architecture. All requests will go on the master where the metadata will
be located. After that, the master system will send the request to the slave and the
slave will respond to the master again. One master can easily manage many slaves.

Fig. 10.5 Secured
architecture for the healthcare
cloud
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10.8.1 Results

The messaging between users and the cloud’s server occurs on the Secure Sockets
Layer (SSL), which ensures the privacy and integrity of message sending and
receiving between two parties. But the public server is consider nonliable as it is
operated and preserved by the cloud provider company. The cloud provider has no
legal right to access information belonging to the user. There is, however, a potential
risk that a cloud-based server could be attacked by a malicious program, which
could cause unauthorized data access. The security scheme offers fine-grained
access management of encrypted data in the cloud. Furthermore, it also ensures
the integrity and authenticity of messages transferred through the cloud between the
patient and the doctor. Throughout this chapter we use 2 (a, b) — c to denote the
operation of running an algorithm €2 with inputs a, b, ... and output c [27].

The key manager generates key pairs and keeps and provides public keys for
different users involved in the application system. The access control contains
policies that enable personal record applications to validate who can access which
patient’s data at what level (e.g., pulmonology doctor has read-write access to data
on patients with lungs disease, while nurses have only read access). The patient can
supervise the access policy on his or her records to take full access control of his
or her own data. In a critical situation, that control policy can be overridden other
medical staff for a short time. The hospital information system (HIS) is integrated
into our organization to provide patients’ health records. The key manager, access
control, and HIS are hosted by the hospital infrastructure to minimize safety risks.
The messaging service on the cloud support sends a notification when access to the
EPR is requested or when the latest updated data are available in proxy storage [28].

The EPR has two parts:

1. Health data, which are quasistructured data and come from sensors.

2. Medical data, which come from the medical staff’s personal information, such
as their ID, name, etc. When we need to use the record application, a new patient
is registered on this system. We can understand what happens in the background
during registration, as follows:

(a) The key manager executes KeyGen() — (Private[P], Public[P]) to generate
a key pair for the patient, using the RSA algorithm. Here, P stands for
“patient.”

(b) Private [P] is securely stored on the patient’s system using the AES algorithm
to protect authentication.

(c) The EPR is loaded from the HIS and encrypted with Encrypt(KEY, Pub-
lic[P], Tn) — KEYPublict[P], where T represents the data attribute of a vital
sign and n is the number of attributes to be encrypted.

(d) KEYPubP is saved in the master storage through the DAS.

(e) Finally, the master processes these data, normalizes them, classify them, and
sends them to the slave for storage.
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For retrieving the data, our proposed architecture will request the credentials by
using the visualizing application. The visualizing application supports direct access
application (DA A) for an authorized person by which he or she can retrieve the EPR.
This DAA is used to decrypt the information, using the public key. If the permission
is verified, the following steps will be executed:

1. Decrypt (KEYPublic[P], Private[P], Tn) — KEY to decrypt the EPR retrieved
from the master storage. Then the master will search for these data in the slave
to get the data.

2. Encrypt (KEY, Public[R], Sn) — KEYPublic[R] to encrypt with the requester’s
public key. Here, R stands for the user who is using this application.

3. Sign (Private[P], T) — TPrivate[P] to sign a generated hash key denoted by T
with the patient’s private key to ensure the authenticity of the EPR before sending
it together with KEYPublic[R] to the slave storage.

10.9 Conclusion

From the discussion in this chapter, one can easily understand healthcare security
issues, healthcare responsibility, and how we can secure our information in the
healthcare cloud. With time, we can modify our architecture to make data more
secure in the healthcare cloud. Therefore, use of cloud computing in healthcare
systems makes health services more affordable, as well as helping nations to achieve
health equity. In this chapter, cloud computing and the healthcare cloud have
been introduced. Furthermore, cloud computing security issues, particularly in the
context of the healthcare cloud, have been presented. This chapter has also proposed
and discussed some methods to improve cloud security for healthcare along with our
proposed architecture.
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Chapter 11 ®
The Role of Big Data and Twitter Data oo
Analytics in Healthcare Supply Chain
Management

Shoayee Alotaibi, Rashid Mehmood, and Iyad Katib

11.1 Introduction

The healthcare sector is considered one of the main economic pillars worldwide,
to which significant proportions of countries’ budgets are allocated. It is estimated
that healthcare spending in the world’s major regions will increase from 2.4 to 7.5%
of GDP between 2015 and 2020 [1]. Despite this massive expenditure, healthcare
organizations are required to deliver high-quality medical services at lower costs
to their patients. However, spending hundreds of millions does not alone guarantee
high-quality services. Hence, most of healthcare organizations nowadays are faced
with incremental challenges, including limited budget, daily increases in patient
numbers and increasing costs of medical equipment and pharmaceuticals [2]. As
much as 45 percent of a hospital’s typical total operating expense is committed to
its supply chain, including suppliers, drugs, and consumables.

The healthcare supply chain is an essential area that should be considered and
improved. It would be incorrect to understand it as only relating to purchasing and
managing contracts, as it is a very complex concept, and could free up huge revenues
within healthcare sectors once managed properly [3]. Consequently, healthcare
organizations will likely increasingly need to employ recent technological devel-
opments to deliver efficient services at lower costs and high quality. Moreover, such
improvements are required to reduce the waste and loss that threaten sustainability.
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In the current era of increasingly advanced technologies in medical devices and
medical equipment, the size of data generated by their use is growing exponentially.
The immense growth in the volume of electronic medical records (EMRs) stored by
healthcare organizations is also significant and undeniable. Exploring the possibility
of investing this big data in improving services has become attractive to researchers
and practitioners. A lot of fruitful business applications and network search engines
have been developed using Business Intelligence (BI) for extracting knowledge
from big data [4]. Some researchers have been investigating how to transfer and
where to store this amount of data, while others have been focusing on big data
utilization. Big data utilization involves analysing it to seek a solution for existing
issues, exploring trends, and supporting decision-making.

A plethora of literature has been produced that explores to what extent big data
can be beneficial in the healthcare industry. Malik and his colleagues [5] noted that
big data analytics seems to have been frequently used for the diagnosis, prognosis or
planning of treatment, for example, disease management for oncology to anticipate
heart attacks and identify and classify at-risk people. However, a very limited work
has been done in applying big data to healthcare supply chains. Existing published
survey papers focus on reviewing the significant applications of big data to supply
chains in manufacturing generally.

In this paper, our aim is to review research on the use of big data in the healthcare
supply chains. We will investigate the opportunities, challenges and future directions
of big data in this field. This is an extended version of our earlier work [6].

The chapter is organized as follows: Section 11.2 gives brief definitions for the
basic concepts that are mentioned in this paper. The next section highlights the
published works in big data analytics and Twitter data analytics. Big data analytics
in supply chain and healthcare opportunities and challenges are discussed in Sect.
11.4. Section 11.5 concludes the work and suggests possible future directions.

11.2 Background

This section introduces the work by defining the basic terminologies that are
mentioned in this paper. Supply chain, big data and big data analytics are illustrated
based on the reviewed references.

11.2.1 Supply Chain

Malik et al. define the supply chain process as “having the right item in the right
quantity at the right time at the right place for the right price in the right condition
to the right customer” [7]. In the meantime, supply chain managers can legitimately
claim to have played a major role in spreading the information technology revolu-
tion. E-SCM (e-supply chain management) was a great transformation as supply
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chain activities were integrated with the Internet [8]. Smarter supply chains [9]
and smart factories [10] are further examples of intelligent systems developments.
Sustainability (triple bottom line, TBL) has become a crucial consideration in
business, government and academia. Therefore, the concept and practice of green
or sustainable supply chains have become a vital part of industrial and government
operations, see e.g [11, 12].

11.2.2 Supply Chain Activities in Healthcare

Based on the above section, supply chain management in healthcare is not limited
only for pharmaceutical products or physical stuff, it is also involving the life time of
the service that is delivered to the patients. In this context, supply chain management
in healthcare is a very complex and interrelated process. It’s mainly targeted to
deliver adequate and efficient heath care to the patient. In order to that, several
activities are performed including medical equipment and pharmaceutical products
requests from the manufacturers and service delivery procedure inside the health
organization. Hence, a number of independent stakeholders are involved in these
activities such as manufacturers, insurance companies, hospitals staff and several
regulatory agencies (Fig. 11.1).

Inter-organizations Intra-organizations
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Fig. 11.1 Supply chain management activities in healthcare
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11.2.3 Big Data

According to [4], big data refers to “the datasets that could not be perceived,
acquired, managed, and processed by traditional IT and software/hardware tools
within a tolerable time”. However, researchers and scientists have defined the term
“big data” according to several different aspects. Apache Hadoop in 2010 defined
big data as “datasets which could not be captured, managed, and processed by
general computers within an acceptable scope”.

In 2011, an IDC report characterized big data as “large information innovations
depict another era of advancements and structures, intended to financially extricate
an incentive from substantial volumes of a wide assortment of information, by
empowering the high-speed catch, disclosure, as well as examination”. Big data
technologies have also been defined as “the emerging technologies that are designed
to extract value from data having four Vs characteristics; volume, variety, velocity
and veracity” [13]. Accordingly, the key attributes of big data can be outlined as
the “four Vs”, i.e. Volume (extraordinary volume), Variety (different modalities),
Velocity (quick era), and Value, as shown in Fig. 11.2.

11.2.4 Big Data Analytics

Big data analytics has become a key buzzword these days. It is not just a buzzword
but is making a fundamental impact on all spheres of our life, transport [14],
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planning and operations [15, 16], smart cities [17], teaching and learning [18], to
name but a few. According to Feki and Wamba [19] and Hogarth and Soyer [20], the
term “analytic” can be defined as transforming big data into meaningful intelligent
information. This transformation of big data is usually done using two main
steps: data management, then data analytics using specific techniques [21]. Data
management implies “processes and supporting technologies to acquire and store
data and to prepare and retrieve it for analysis” while analytics means “techniques
used to analyse and acquire intelligence from big data” [19].

11.2.5 Twitter Data

Twitter is one of the most popular social media networking that attracted many
users around the world. Recently, the number of Twitter users is relatively increasing
with the growth of smart phones technology. Accordingly, Twitter attracted many
researchers in different industries to investigate the efficiency of such pool of open
data in enhancing services or reducing service expenses. That’s due to availability
of API tools that enable researchers to collect tweets using specific keywords.

The most common steps in Twitter data analytics research can be summarized as
follows:

1. Tweet Collection Tweets can be collected using one of the available API tools.
The collection can be for historical tweets or live streaming for the tweets.

2. Pre-processing Tweets This step is very important to remove the irrelevant and
meaningless tweets. In case of sentiment analysis, some additional steps such as
tokenization are also added.

3. Data Analysis This is the core step where the resulting tweets can be analysed.
Different type of analysis can be applied such as descriptive analysis (DA),
content analysis (CA) and network analysis (NA).

4. Reporting Results This is the last step where the results of analysis are reported.
Therefore, the researchers can get answers for their research questions based on
the analysis results (Fig. 11.3).

Pre- -
Tweets - Data Reporting
colecion P PR®

Fig. 11.3 Twitter data analysis steps
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11.3 Big Data and Twitter Data in Healthcare or Supply
Chain Management

In this section, some examples of how big data has been used in healthcare or supply
chain, individually, are provided. Moreover, some contributions on using Twitter
data in healthcare and supply chain practices are highlighted.

11.3.1 Big Data in Supply Chain Management

Big data has been widely used in supply chain management in many industries.
According to Waller & Fawcett [22], despite the operational influence of big data in
supply chains, traditional approaches and standard activities are affected, too. They
identified the potential opportunities that big data could offer in enhancing supply
chain processes.

Carriers, manufacturers and retailers, the main users of logistics, are also the
main beneficiary of big data. They could obtain actionable information about
many of their daily activities, such as inventory, transport and human resources
management. DHL and UPS are two leading companies who are pioneer investors
in big data initiatives to enhance their services and increase their profits [23].

Further attempts on investigating the big data practices in supply chain manage-
ment could be found in [14, 24-29].

11.3.2 Big Data in Healthcare

In healthcare industry, there are many sources for the big data as shown in Fig.
11.2. The use of big data is not limited to industrial fields. It is playing a key role
in enhancing critical service sectors such as healthcare. Healthcare systems and
applications have long been considered computationally intensive [30]. However,
the focus on data—i.e. big data—has only began in the last few years. It As
noted in [13], “the cost of healthcare, according to World Health Organization is
mostly due to system and operational inefficiencies, and missed disease-prevention
opportunities. Big data analytics can minimize these efficiencies and improve the
clinical processes resulting in better, preventive, personalized healthcare; estimated
to save billions in the healthcare sector alone with virtually unquantifiable impact”.
Collaborations between big data platform providers and scientific research
centres have generated remarkable and noticeable successes. In Australia, two inno-
vative applications for big data have been developed by Srinivasan and Arunasalam
[31]. They have utilized the massive data extracted from hospital discharge reports
and insurance claims to detect fraud, abuse, waste and errors in insurance claims.
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Fig. 11.4 Examples of big
data sources in healthcare
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Similarly, in 2014, Raghupathiland Raghupathi [32] reported that in healthcare
more than $300 billion could be saved annually through big data analytics uti-
lization, as estimated by McKinsey. Big data utilization could be applied in two
vital areas: Clinical Operations and Research & Development [33]. A practical
example of using big data analytics has been undertaken by developers [34] in
US healthcare sector. They built predictive systems based on big data that could
help in early identification of six critical cases: high cost patients, readmissions,
triage, decompensating (once a patient’s situations get worse), adverse events, and
treatment optimization for diseases affecting multiple organ systems.

Several works exist that use big data to improve healthcare ICT systems
efficiencies. For example, the use of cloudlets and big data to improve mobile
healthcare systems response and experience is proposed in [35, 36]. A capacity
sharing model for healthcare using big data is proposed in [37]. The use of big
data to improve the performance of networked (integrated) healthcare systems is
proposed in [13]. A smart pain management system using big data computing is
proposed in [38]. DNA profiling is an emerging application of big data [39] (Fig.
11.4).

11.3.3 Twitter Data Analytics in Supply Chain Management

Social media platforms such as Twitter are considered as main sources of big data
where a large number of users share their daily life. A large and growing body of
literature has investigated the usefulness of Twitter in public health. The majority
of the contributions in this field is either surveillance or prediction tools for certain
disease or discovering disease pattern in specific community.



274 S. Alotaibi et al.

To the best of our knowledge, only one published work we found which focused
on utilizing Twitter data in supply chain management industry. The only published
contribution has been conducted by Chae in [40]. In his research, he proposed
a framework to investigate the potential role of using Twitter for supply chain
practices. Three different analysis methodologies have been applied on the collected
tweets from #supplychain hashtag. The findings show the possibility of harvesting
Twitter data in demand shaping, cost reducing or improving the service quality in
supply chain activities. This research can encourage researchers to investigate the
possible ways to take full advantages of Twitter data in supply chain in particular.

In 2013, Alex and his colleagues [41] enhance the tracking of flue infection
by providing deeper content analysis for the tweets. They distinguished between
the awareness and infection related tweets to provide more accurate counts for the
flue infection cases. Similarly, Armaki et al. in [42] enhanced the performance of
a surveillance tool by developing a support vector machine (SVM) classifier that
is able to catch the flue infection through tweets. Moreover, the Social Network
Enabled Flu Trends (SNEFT), a constant data collection framework have been
affirmed to indicate the influenza dispersal through recording flu relevant tweets
[43].

Much attention has been paid to influenza in particular as it was reported as one
of death causes in United States recently. In this context, a global real-time tool
that is able to anticipate the flue infection in specific area has been built based on
the extracted information from Twitter as well [44]. Another opportunity is using the
number of retrieving medical related articles as indicator to seasonal infections [45].

11.4 Big Data in Healthcare Supply Chains

In this section, we demonstrate the possible opportunities of using big data as a
solution in healthcare supply chains. The opportunities are summarized based on
the previous works that have been published. Unfortunately, very limited work has
been found. However, the application of big data in this regard is unlimited and
further investigations are required. In the last subsection, the challenges that might
be considered are listed.

11.4.1 Opportunities

Nowadays, big data has in many ways become a solution looking for a problem
to solve. Rozados and Tjahjono saw that “Major business players who embrace
big data as a new paradigm are seemingly offered endless promises of business
transformation and operational efficiency improvements” [29]. This has attracted
researchers and practitioners in many industries to explore the possibilities of using
big data. Abundant research has been done in both healthcare and in supply chain
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management generally. The healthcare industry is considered as an essential and
critical sector within services, but there is a lack of information about the current
state of research into healthcare operations management (OM) and supply chain
management (SCM) [46]. At the time of writing this paper, only three peer reviewed
papers have been found in this area, and we can summarize the opportunities of
using big data in healthcare supply chains as follows.

Strategic Planning Big data represented by Twitter data can be harvested in
several ways. Open access source of pool data could help in shaping supply chain
management activities. At early stages, public health screening for specific nations
within certain geographical area be gained by analysing Twitter data appropriately.
Identifying list of health concerns leads to determine the type and location of
delivered health services. Moreover, real-time data analytics for Twitter data can
support some statistics of disease infections.

Disaster and Risk Management In disaster management activities, monitoring
public discussions on Twitter hashtags during some occasions would support
statistics about health cases. That’s would help the organizations and health service
providers to ensure their readiness to urgent cases containment. They could estimate
their needs and eliminate the over/understocking.

Demand Forecasting At management level in many industries, demand forecast-
ing is widely used in order to decision-making reinforcement and to promote other
management tasks. In China, historical recorded data from transaction datasets has
been successfully used to build a predictive model based on data mining algorithms
[47]. This model is supposed to work as a prediction tool to estimate future needs
within the healthcare supply chain process in China. They used real datasets from
2014 to build the prediction tool, to predict the next year’s needs. Since the nature
of the collected data set is heterogeneous, and in order to empower the prediction
tool, they combined a classification decision tree and regression algorithm in CRT
modelling. The efficiency of their model was proven and gained better results than
other traditional statistical approaches.

Improving Safety and Quality Assurance in the Pharmaceutical Supply Chain
In the pharmaceutical industry, counterfeiting and illegal export and import of
medicines is a major issue. Moreover, transferring medicines and medical equip-
ment in inappropriate environmental conditions, such as at high temperature and
humidity, can affect quality. Thus, the challenge is to guarantee the delivery of
shipped medicines safely. Further, medical care providers (hospitals, clinics, etc.)
need to verify that they have obtained the right medicine from the right source.
In Germany XQ in [2] made use of the data stored by their RFID-based system
about tracked and traced shipments, such as ID, location, temperature, and humidity.
Tracking and tracing are widely known terms in the supply chain management
context, which may offer opportunities to ensure quality of medicines and prevent
counterfeiting.
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Indoor Monitoring For healthcare organizations, the benefits of track and trace
systems are not limited to ensuring medicines’ quality. Data generated from these
systems can also offer an opportunity to improve the safety of special needs
patients and new-born babies. A healthcare unit’s administrators can retrieve real-
time locations and other necessary information, such as vital signs for Alzheimer’s
patients, at any moment, to ensure that they are safe. Intelligent applications can
offer monitoring without restricting patients’ movements. Also, new-born babies
can be saved from kidnapping and theft. A real application for this opportunity was
delivered by Sultanow and Chircu [2] when they launched the track and trace system
and reported its significant benefits.

11.4.2 Challenges

While big data could offer a wide range of opportunities, it has characteristics that
could be considered as important challenges, both generally as well as in the case of
healthcare, specifically. The criticality of the healthcare industry and its standards
of confidentiality might create difficulties too. The key challenges of applying big
data in the healthcare supply chain can be summarized as follows.

Data Related Issues Due to big data’s characteristics, such as data volume, variety,
and heterogeneity, some issues may arise. According to Tan et al., the variations
of data require finding special techniques for handling and storing, as claimed by
Burghin et al. [48]. Moreover, the traditional data mining techniques may not be
longer sufficient for such kinds of data [49]. Alongside (and sometimes as a result
of) the variety and volume, incompleteness, incorrectness, and uselessness are also
commonly reported difficulties.

Healthcare Related Issues The main resources of big data in the healthcare
industry are electronic medical records (EMRs) [32]. Practitioners use EMRs
to record patient’s medication histories every time the patient visits the clinic.
According to [6], data ownership, governance and standardization are the main
challenges that should be considered in this area.

Knowledge Related Issues Deep knowledge is needed in order to understand the
variety of data forms and analyse the relationship between different kinds of data
[31]. Moreover, the topic is complexly multidisciplinary, since sufficient knowledge
of big data analytics techniques, healthcare data and supply chain processes are
required, too.

Data Analytics Tools Related Issues Despite the ease of access to big data, the
constraints associated with the available analytics tools could limit the big data
investments. Constraints on data collections, expense of storage and the inaccuracy
of analysis tools are some of expected issues that analysts might face. More
development for the existing data analytics tools is necessary in order to take the
full advantages of big data.
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11.5 Conclusion and Future Research Directions

In conclusion, healthcare supply chains are an essential area that should be
considered and improved. Healthcare organizations will likely need to employ
recent developments in technology to deliver efficient services at reasonable cost
and high quality. Improved data analysis is also required to reduce the waste and
loss that threaten sustainability. Big data analytics is a powerful tool that is usually
concerned with large-scale data and high-performance computing environments; it
has emerged as a revolution that is able to contribute in different ways to many field,
such as through data analysis, knowledge extraction and advanced decision-making.
We recommend some future directions for the use of big data in healthcare supply
chains in the following.

1. Data driven inventory can enhance prediction tools through several optimization
methods. This includes studying how to get benefits from “data patterns” that are
extracted at the analysis step, and how to use them to support decision-making.

2. Further reviews of how big data is used in manufacturing, unrelated to patients,
is another possible direction, informing how we might use patient-centric data
in estimating hospitals’ needs or logistic operations such as scheduling, staff
scheduling, resources allocation, and hospital design layout.

3. Using social media in addition to EMRs can assist in determining the best
locations for future clinics and services.

An important step to enable optimized supply chains in healthcare sector would
be the networking and integration of healthcare and other smart world systems
[35]. Such integration would give rise to a plethora of useful data where the
systems integration would allow automatic collection, storage, and analyses of data.
Moreover, the integration would also enable optimized decisions to be taken and
enforced automatically leading to optimized supply chains in the healthcare sector.
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Chapter 12 ®)
A Mobile Cloud Framework for e
Context-Aware and Portable

Recommender System for Smart Markets

Aftab Khan, Aakash Ahmad, Anis Ur Rahman, and Adel Alkhalil

12.1 Introduction

Smart city systems are an emerging trend that utilize information and commu-
nication technologies (ICTs) to offer improved urban services to individuals and
collectively refining the lifestyle of societies [11]. In recent years, research and
practices have intended to transform the traditional cities and societies into tech-
nology and knowledge-driven twenty-first century metropolis [4, 10]. In the context
of smart city systems, mobile computing has emerged as a pervasive technology that
has empowered its users—with mobility and context-awareness—to accomplish a
range of tasks including portable computation as well as location-aware commu-
nication [31, 33]. Mobile computing provides the users with mobility-driven and
context-aware interfaces to select and utilize the available services including but not
limited to smart health, transportation, business, and socialization offered by smart
city systems [37].
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Mobility or portability is regarded as one of the central features of mobile
computing that also provides the foundation for context-aware computing [37].
However, mobility also enforces resource constraints such as limited hardware that
affects computation, storage, and energy-related tasks on mobile devices. There
is a need for solutions that maintain the balance between mobility and resource
availability in the context of mobile computing and smart city systems [2]. In
contrast to mobile computing, cloud computing model exploits the “pay-per-use”
services model to provide virtually unlimited processing and storage resources [24].
Cloud computing offers the entities or organizations to off-load or deploy their (on-
premise) software systems, computations, or storage resources to remote servers by
means of cloud-based services [17]. For example, the research in [22] highlights
an approach known as cyber-foraging that off loads the computation/storage
intensive tasks from a mobile device to (cloud-based) servers in order to enhance
computation and energy efficiency of mobile devices. In the context of resource-
constrained mobile computing, resource-sufficient cloud computing can be viewed
as an opportunistic model that allows mobile devices to compensate their resource
poverty by offloading mobile data and computation to cloud servers [34]. Therefore,
the unification of mobile and cloud computing can benefit from the mobility and
context-awareness of mobile computing, and the computation/storage services of
cloud computing to provide systems that are portable and resource sufficient [21].

Research Context In the past, electronic commerce (e-commerce) systems have
proven to be useful by digitally offering products and services to international
marketplaces. In the current era, business systems/entities heavily rely on reaching
their potential customers by recommending them highly customized products and
offers. Now with mobile commerce (m-commerce), the use of context information
such as age, gender, preferences, and location to offer customer recommendations
has gained a significant attention [39]. For example, based on the users’ contextual
information, any software that provides recommendations such as socialization
activities, product and service offerings, and dining options enables human decision
support and gives rise to smart systems. Considering a wide-spread adoption of
the mobile and cloud computing, there is still a lack of solutions that facilitate
its users with a recommendation of their preferences primarily based on their
localized context. One of the main challenges for managing and exploiting context-
aware recommendations is to identify the contextual factors (such as location and
preferences) that influence decisions and actions of people in smart city context [5].

Recommender systems represent a class of software systems that generate
meaningful recommendations of interests for their users and empower the users with
decision support [28, 32]. Context-aware recommender systems provide dynamic
adaptive recommendations to users based on contextual information such as the
location, gender, and other preferences of the user [36]. In a smart city context, smart
markets refer to electronic (virtualized) marketplaces that exploit ICT technologies
and infrastructure to enable or enhance digitized commerce. Recommendations and
matchmaking between potential customers and business entities are enabled by the
relevancy of contextual information that gives rise to the concept of smart markets.
Such markets offer personalized offers, products, services, and delivery by business



12 A Mobile Cloud Framework for Context-Aware and Portable. . . 285

entities to potential customers while minimizing the irrelevant mass publicity. For
instance, by calculating user’s location, age, and other relevant information, a
mobile recommender system acts as a context-sensing and portable computer that
can notify the user on the go about his/her events or places of interests. Recently,
much research and development is being carried out to support context-aware
recommender systems. However, existing mobile recommender systems fall short
of context-aware recommendations in smart city systems to support the activities of
smart markets [27, 32, 43].

Solution Overview We overview the proposed recommender system based on the
illustrations in Fig. 12.1 that also highlights the activities of smart markets. The
proposed framework has two layers, namely: (1) front-end mobile computing layer
and (2) back-end cloud computing layer. By acting as the front-end layer of the
framework, a mobile device plays two distinct roles that include (1) sensing the
user’s context (i.e., location, age, and preferences) and (2) providing an interface
to display context-aware recommendations. Cloud computing acts as the back-end
layer to compensate for limited resources of a mobile device by providing storage

Fig. 12.1 An overview of the Cloud Computing Layer (Back-end)
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and computation resources to produce recommendations that are communicated
to the mobile device. The proposed solution! allows markets, businesses, and
transaction-driven entities to communicate with their potential customers in a smart
way, i.e., to provide recommendations to the customers based on their localized
context of location and preferences. The primary challenge to generate context-
aware recommendations lies with the identification of contextual elements such as
user’s location and preferences from different sources. Another research challenge
for recommendation systems is to yield recommendations in real-time fashion for a
given user from large and diverse dataset(s) of persons’ past preferences. In doing
so, there is a need to efficiently utilize the resource-constrained mobile devices that
can execute the computation and energy-intensive tasks efficiently.

Proposed Contributions A recent survey on the existing mobile recommender
systems highlights that current solutions fall short of context-aware recommenda-
tions in a smart market domain [32]. The proposed solution introduces a system
architecture, algorithms, enabling technologies, and a prototype for mobile-cloud-
based context-aware recommender system. We outline the primary contributions of
the proposed solution as:

— Unification of the mobile and cloud computing technologies to provide a
framework that supports users’ decision support in smart city systems. The
framework empowers its users with mobility and context-awareness while
processing complex recommendations accurately and efficiently.

— Algorithms and prototype that support automation and user-based customization
to provide portable and context-aware matchmaking between potential customers
and business entities in smart markets.

— Exploiting mobile cloud computing as state-of-the-art mobile computing tech-
nology to alleviate the resource poverty of mobile devices by means of cloud-
based resources. The solution supports a class of recommender systems that are
context-aware, portable, accurate, and resource efficient.

Section 12.2 presents background details and the related research. Section 12.3
presents the proposed framework and its architecture. Section 12.4 presents the
algorithms and tools to implement the framework. Section 12.5 presents the
framework evaluation. Section 12.6 presents conclusions and future research.

12.2 Background and Related Research

First, we present the background details about the different types of recommender
systems in Sect. 12.2.1. We then discuss the existing research on context-aware
recommender systems in Sect. 12.2.2, e-type software recommender systems in

IPlease note that we use the terms proposed solution, proposed system, and proposed framework
interchangeably, all referring to the same concept.
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Sect. 12.2.3, and cloud-based recommender systems in Sect. 12.2.4. A discussion
of the different types of recommender systems and their state-of-the-art research
helps us to justify the scope and needs for the proposed recommender system. The
concepts and terminologies used in this section are utilized throughout the paper.

12.2.1 Types of Recommender Systems

The recommender systems can generally be categorized into five distinct types as
illustrated in Fig. 12.2 that includes:

1.

2.

Content-based recommender systems recommend items to user according to
user’ preferences and past history [12].

Collaborative filtering recommender systems recommend the items to user
based on the collaborative preferences that are gathered from a diverse set of
users [44].

. Demographic recommender systems recommend items to users on the basis of

user’s personal profile of demography [3].

. Knowledge-based recommender systems recommend items according to either

inferences regarding users’ taste or particular domain knowledge. These types

Fig. 12.2 Anoverview of the  Security and Privacy of Recommender Systems

types of recommender
systems @ >
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of recommender systems exploit past knowledge about how items of potential
recommendation fit better according to preferences of the user [8].

5. Hybrid recommender systems are based on the intersection of the above
mentioned approaches to provide recommendations [38].

In addition to the types of recommender systems mentioned above, we also
discuss four major categories or the real world domains where different types of
recommender systems have been applied [32]. We discuss the recommender systems
in the context of mobile and e-type systems detailed below.

12.2.2 Context-Aware Recommender Systems

Context-aware recommender systems present items to the user(s) according to
his/her taste and preferences as well as considering the contextual factors such as
location, mood, weather, and day or time.

— Mobile Recommender Systems for Places of Interest: In recent years, there
have been many efforts to develop recommender systems that can operate in
different domains such as tourism, leisure, e-commerce, and mobile-commerce
recommendations. For example, Braunhofer et al. [6] have developed a context-
aware mobile application STS that suggests user’s places of interests by using
their mood, weather conditions, and personality traits. They used five factor
model [15] along with user past rating to discover user personality traits. One
of the primary challenge in developing multi-user mobile information systems
lies with the scalability of the solution. By keeping scalability issues in mind,
Roberts et al. [29] have designed a high-performance mobile recommender
system (Magitti) which is scalable to many users operating at the same time.
The system proposes a technique for recommending leisure time activities based
on what time of week it is and venues nearby to the users’ location by combining
multiple recommendation patterns using predefined rules. A three-tier client—
server architecture approach has been used to implement 3D based context-aware
system [27]. These three tiers are the mobile client application, the GIS server,
and the recommender server. The mobile client application is responsible to
download and render 3D maps over cellular network. It also keeps track of user’s
location and speed via GPS/compass and communication is achieved through
binary request—response protocol.

— Knowledge-Based Recommender System for Movies: Currently, recommender
systems are making use of semantic web technologies to address the challenges
of data sources diversity and information overload. For example, a recommen-
dation system named as RecomMetz that recommends movie show times is
presented in [8]. In RecomMetz, three different types of contextual factors are
studied: (a) location, (b) crowd, and (c) time to produce recommendations.
The proposed architecture of RecomMetz is based on modules, such as user
interface, user check-in subsystem, data repository, context-aware subsystem,
and recommendation engine.
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Security and Privacy of Recommender Systems Typically, context-aware recom-
mender systems have some privacy issues, such as the right(s) of users to know how,
when, and under which circumstances their location as well as identity and other
personal information can be accessible to other users or services. To support the
privacy preserving mobile recommender systems, a solution named PRECISE [40]
has been developed using cloud architecture. The PRECISE allows users to define
privacy preserving policies while availing-off recommendation services.

12.2.3 Recommender Systems for E-Type Software

The e-type software refers to the systems such as e-health and e-commerce that
exploit the ICT technologies to automate the manual and laborious tasks efficiently.
Current recommendation techniques cannot be fully applied to e-type systems. To
address this issue, Yang et al. [43] proposed a location-aware recommender system
named PR (personal recommender) that fulfills customers’ shopping demands with
location-based seller offers and publicities. In this solution, on client side there
are two components (a) web browser and (b) location manager. Customer requests
include its GPS location, while the server side system maintains database for
customer history and database having customer profile. With the help of customer
past history which is stored in the form of customer preferences, similarity is
estimated with any new web page by the vendor.

— Recommendation System for E-Health: Services related to health technology can
be easily run over web due to current technological advancement in the field of
cloud computing and strong infrastructure of wireless communication and sensor
networks. Multiple organizations have provided online information regarding
medical services available for public use. People make use of this information
for personal health care management or patient-specific decision making [42].

The information pertinent to the patients is generally distributed across a huge
number of different web sites, so it is hard for patients to explore authentic
health care information from large volume of data. It has been found that
young people preferred to use mobile devices to download or browse health
information [16]. Moreover, Wang et al. [41] have proposed a framework to
develop a recommendation service that facilitates users to get relevant health
information on mobile devices [35].

12.2.4 Cloud-Based Recommender Systems

Due to the limited battery and computational resources of mobile devices, cloud
services provide a great alternative to software services that are configured and
executed on the mobile. By taking into consideration the cloud computing based
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Table 12.1 A comparison of the relevant existing solutions of mobile recommender systems

Mobile
Application | Type of rec- | Context Mobile Cloud cloud Solution
domain ommender | information |computing | computing | computing | reference
E-commerce | Content Location v X X [43]
based
Leisure Content Weather, v X X [14]
activities based, location,
(music) collaborative | companion
filtering
Leisure Knowledge | Location, N v v [26]
activities based, time, day
(media collaborative
items) filtering
Leisure Knowledge | Location, v X X [8]
activities based, crowd, time
(movies) collaborative
filtering
Tourism Collaborative Location, v v v [20]
filtering time
E-health Collaborative| User v v v [41]
filtering preferences,
physiologi-
cal
data
Tourism Knowledge | Location v X X [25]
based,
collaborative
filtering

solutions, Otebolaku and Andrade [26] have proposed a context-aware recom-
mendation system to recommend relevant cloud-based media particulars to mobile
users. The context recognition service hosted inside the cloud is responsible for
monitoring, learning, and predicting users’ context. To retrieve user context, WiFi,
GPS, accelerometer, rotation as well as orientation vector sensors have been
used. In this solution, the nearest neighbor (KNN) algorithm has been used to
predict the location and activity of the users. Moreover, a web-based recommender
system named REJA is developed to address drawbacks of mobile recommender
systems [25]. The current approaches detailed above do not provide an optimal
solution for the problem of group recommendations as well as cold start and
data sparseness problems. To overcome these issues, Khalid et al. [20] have
implemented a cloud-based solution named OmniSuggest for the problem of venue
recommendation in the domain of social networks for a single user and/or a group of
friends. OmniSuggest uses the mixture of ant colony algorithms with social filtering
technique to retrieve the most favorable location recommendations based on real-
time context such as traffic and weather conditions.
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Comparative Summary of Existing Solutions In Table 12.1, we present a
comparison-based summary of the existing solutions. For an objective comparison
and interpretation of the results, we compare the existing solutions based on
six distinct criteria presented in Table 12.1. For example, to interpret the data
in Table 12.1, we can summarize that [43] presents a solution that exploits the
context-based recommender techniques and uses location as a context to support
mobile recommender system for e-commerce activities. We conclude that the
solutions for mobile recommender systems have progressed and matured over time.
Howeyver, there is a need for innovative solutions that address mobile commerce
in general and smart markets in particular. In addition, the emerging solutions
need to exploit mobile cloud computing as state-of-the-art for mobile computing
technology. Mobile cloud computing supports context-aware and mobility-
driven recommendations while also maintaining the scalability and elasticity of
computational resources.

12.3 Architecture of the Recommendation Framework

In this section, we present the architecture of the proposed framework and its
underlying layers that represents a higher-level view and blueprint of the overall
system. Based on the presented architecture, we discuss the implementation specific
details for the framework later in the paper.

12.3.1 Architecture and Patterns for the Framework

As per the ISO/IEC/IEEE 42010 standard,? architecture of a software intensive
systems represents a high-level view of the systems in terms of system components
(e.g., computational elements and data stores) and connectors that enable compo-
nent communication. We follow software architecture-based development of the
proposed framework for two reasons detailed below.

1. System abstraction and quality: Software architecture abstracts the complex
and implementation specific details of the system with higher-level software
components and connectors. Software components and connectors help with
designing and reasoning about the system functionality and quality prior to its
implementation [23].

2. Reusability of design: Software architecture patterns can be exploited as
proven best practices that support reusability of components and structures in
architecture-based development and enhance the quality of the software [7].

2ISO/IEC/IEEE 42010 Systems and software engineering—Architecture description is an interna-
tional standard for architecture descriptions of systems and software.
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Fig. 12.3 Pattern-based software architecture for recommender system

We present the architecture of the proposed framework in Fig. 12.3. Specifically,
we present the software architecture view in terms of two architectural patterns,
namely: layered architecture pattern, and publish—subscribe pattern as illustrated in
Fig. 12.3. The layered architecture pattern has helped us to maintain the separation
of concerns in terms of mobile and cloud computing layers to engineer and
develop the recommender system[18]. In addition, we have also applied the publish—
subscribe pattern that helps to maintain the relationship between potential customers
and business entities as the requesters and the providers of the product specific
contextual information [13]. Based on the illustration in Fig. 12.3, we detail the
application of the layered pattern to the proposed software architecture as below.

12.3.2 Context-Aware Mobile Computing Layer

The mobile computing layer as the front-end of the system exploits portable and
context-aware mobile devices that provides an interactive interface to the potential
customers and the market entities to communicate with the system [2, 5]. Using the
mobile computing layer the potential customers can specify their preferences such
as interest in available discounts, consumer products, and services to enable the
matchmaking between potential customers and the market. In addition to the user
input and decision support, the mobile device dynamically calculates the contextual
information such as user’s geographical location along with market offerings to
recommend the products/services of the customers’ interest.

Mobility of mobile computing inherits a few challenges such as resource poverty
that includes limited processor, memory, and available energy to perform complex
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and computationally intensive tasks. This restriction poses the challenge to the
mobile recommender system that must perform complex analytics—as real-time
computations—to offer accurate recommendations. There is a need to extend the
computation and storage resources of the mobile devices to enable efficient and
scalable recommender system.

12.3.3 Computation-Based Cloud Computing Layer

Cloud computing layer as the back-end of the system provides virtually unlimited
(pay-per-use) hardware and software resources [24]. Specifically, the cloud layer
offers infrastructure, platform, and software as a service to its users. Therefore, in
order to compensate for the resource poverty of the context-aware mobile device,
we use the software as a service offered by cloud servers that integrates the mobile
and cloud computing technologies to generate the recommendations.

Once the mobile device captures user preferences and contextual information,
the details are stored on the cloud-based server. The cloud server based on the input
from the mobile computing layer computes the most relevant recommendations and
communicates them back to the mobile device. The integration and operations of
the mobile and cloud computing technologies are enabled by means of continuous
availability of the network that enables the inter-layers communication. By using
the layered architecture pattern, we distinguish between the two distinct concerns
of user interaction and system processing with a systematic implementation of the
recommendation system.

As in Fig. 12.3, the publish—subscribe patterns help to manage an effective
coordination between the user level inputs and the system level processing. By
applying this pattern, the market entities (such as outlets and restaurants) can publish
their offerings of products/services to a central repository (such as cloud-based data
storage) for their broadcasting. In contrast, the potential customers can subscribe
to the published offerings that enable the matchmaking between both parties. The
publish—subscribe patterns provide a systematic mediation between markets and
potential customers to enable the digital matchmaking.

12.4 Algorithms and Technologies for Framework
Implementation

After presenting the software architecture, we now present the details of the
architecture-based implementation of the recommender framework. We present the
algorithms that represent the data, modularization, and parameterized customization
of the proposed framework in Sect. 12.4.1. We discuss the tools and technologies
that implement the algorithms to provide the automation and proof-of-the-concept
for the recommender system in Sect. 12.4.2.
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12.4.1 Algorithms for Recommender System

We present the algorithms for the recommender system guided by the illustrations
in Fig. 12.4. First the recommend-products algorithm is executed to collect the
details of the nearby products (as per users’ location and proximity details).
The recommend-products algorithm is referred to as the online processing as it
dynamically calculates the relevant products and offers based on users’ location and
preferences each time the recommender system is executed. The next two algorithms
similar-users-product-ratings and similar-product-ratings support complementary
functionality to find similar products and users. These two algorithms are precom-
puted, normally as part of the off-line processing. The technical details of these
algorithms as in Fig. 12.4 are provided below (Table 12.2).

In the context of the existing recommendation systems (cf. Sect. 12.2, Fig. 12.2)
We have adopted the hybrid recommendation system approach. This approach uti-
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Table 12.2 Utility methods of algorithms to generate context-aware recommendations

Method (parameter) Returns | Description
FIND-SIMILAR-USERS (id) List Get products recommended to similar users
having high scores corresponding to active user
FIND-SIMILAR-PRODUCTS List List products from similar-products table having
(user id) high scores corresponding to active user
GET-LOCAL-PRODUCTS List List all available products near to active user’s
(user location) current location
GET-PRODUCT-PREFERENCES | List List all available products based on active user’s
(user id) preferences
GET-TOP-PRODUCTS List Get list of top k products from similar-products
(similar product list) table rated highly corresponding to active user
GET-TOP-USERS-PRODUCTS List Get list of top k products from similar-users table
(similar user list) rated highly corresponding to active user

Table 12.3 Parameters of algorithms to generate context-aware recommendation

Parameter Description

Piocal List of products located in the vicinity of the active user’s current location
Ppreferences List of products falling in similar category of active user’s preferences
Psimitar List of products from similar products list rated highly by the active user
Psimitar—user List of products from similar-users table rated highly for the active user
Pyctailed Combined product list of three lists that includes “content product list,”

“alike product list,” and “alike user-product list”
Precommended Contains common products in both detailed and nearby product lists

lizes the context information along with content filtering technique and collaborative
filtering algorithm to generate best possible recommendations. The utility function
of the implemented system is as follows:

Context x User x Product — Recommendation

All the algorithmic execution and data storage take place at the back-end cloud
server. Mobile devices only act as portable and context-aware user interfaces to
provide some input (user location and preferences) and output (context-aware
recommendations) as in Fig. 12.4. The unification of the mobile and cloud com-
puting helps with a portable, context-aware recommender system with necessary
computation and storage resources.

Table 12.3 presents a list of variables that support the parameterization of
algorithms for online recommendation’s generation. Also, Table 12.2 highlights
all the utility methods that are used during the process of online recommendation
generation.
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Algorithm 1: Recommend-Products

Input: Active user’s id (uid), geolocation of the user (loc), and preferences of
the user (preferences).

Process: Based on the active user’s location all locally available products and
offerings are selected and compiled as a list (Pjyeq—Line 2, Algorithm 1).
This list is used to retrieve a detailed product list as per the user prefer-
ences (Pgetailea—Line 4). A procedure runs to find similar products using
preferences of similar users. Once all duplicated data is removed, a recommen-
dation is returned based on top k items that rated highly for the active user
(Precommended—Line 5) in Algorithm 1. The tables comprising similar users and
products are precomputed using off-line algorithms described later.

Output: A list of recommended products Pyecommended -

Algorithm 1 Recommend-products algorithm

Require: current user: uid, geolocation: loc, user preferences: Ppreference

1:
2:
3:
4:
5:

Plocal <= GET-LOCAL-PRODUCTS(loc)
Ppreference <— GET-PRODUCT-PREFERENCES (uid)
Pyimilar < FIND-SIMILAR-PRODUCTS (uid)

Pderailed <~ Ploml n (Ppreference u Psimilar)
Precommended < GET-TOP-PRODUCTS(P)

Ensure: Procommended @ list of recommended products

Algorithm 2: Similar-Users-Product-Ratings

Input: User-product rating matrix (Users).

Process: The process illustrated in Algorithm 2 picks all products that are not
rated by the current user (p0—Line 3, Algorithm 2). In the next step, a locality-
based criterion based on the user location is used to find all neighboring users
with available product ratings (Psimiiar—user—Line 4). Only users within the
same demographic category are considered while compiling the neighboring
users’ set. In the end, ratings for the target product are calculated based on
a weighted average of neighboring users’ rating (Ppredicrea—Line 5). The
resulting ratings are updated to the user-product rating matrix.

Output: A list of predicted product ratings Ppredicred-

Algorithm 3: Similar-Product-Ratings Algorithm

Input: Product rating matrix (Products).

Process: First all similar users who have not rated a target product are selected
(Usimitar—Line 1, Algorithm 3). In the next step, all other products rated by
those users are searched. Cosine similarity is used to calculate product similarity
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Algorithm 2 Similar-users-product-ratings algorithm
Require: user-product rating matrix: (Users)

1: Initialize V(s) =0, forall s € S*

for each: u € Users

2: Pyser < GET-PRODUCTS (1)
Usimilar < GET-SIMILAR-USERS(Pyer)
p < PEARSON(u, Usimitar)
Psimitar—user < GET-SIMILAR-PRODUCTS(p)
Ppredicted <~ PREDICT‘PRODUCTS(Psimi]ar7u.vera u)
Ensure: P cgicrea list of predicted product ratings

3:
4.
5:
6:

of the target product to other products (p—Line 3). This results in a subset of
most similar products (Py;n,ijqr—Line 4). Subsequently, a rating for the target
product is predicted using the ratings of the similar products. The predicted
rating is updated against the target product in the user-product rating matrix
(Ppredicted_Line 4).

— Output: A list of predicted product ratings Ppyedicred-

Algorithm 3 Similar-product-ratings algorithm
Require: user-product rating-matrix
for each: p € Products
1: Usimilar < GET-SIMILAR-USERS(p)
Psimitar < GET-SIMILAR-PRODUCTS(U, p)
1 p < COSINE(p, P)
Psimitar < GET-SIMILAR-PRODUCTS(p)
Ppredicted <~ PREDICT‘RATING(PSimilar)
Ensure: P cgicrea a list of predicted product ratings

RN

12.4.2 Tools and Technologies for Framework Implementation

After presenting the algorithms, we now discuss the tools and technologies used to
implement the framework. The framework implementation represents a prototype
based proof-of-the-concept for the proposed solution. We have used the architecture
from Fig. 12.3 to implement the framework. An overview of the integrated tools
and technologies to implement the mobile computing and cloud computing layers
is provided in Fig. 12.5.

We have exploited the Amazon cloud services for storage and computing
efficiency. From a technical perspective, we have deployed a virtual server on
Amazon cloud called Amazon EC2 instance® and set up Red Hat Linux operating
system over that instance. We have developed server side application using Node.js*

3 Amazon EC2: https://aws.amazon.com/ec2/.
“Node.js: https://nodejs.org/en/.
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Fig. 12.5 Overview of the tools and technologies to implement framework

and set up Node.js web server on Amazon EC2 Instance. For the sake of efficient
data retrieval we have used Mongo DB.> We installed MongoDB on Amazon
EC2 Instance. Recommendation related data is managed by Amazon S3 storage
services.®

The recommendation engine is written in python language’ installed over
Amazon EC2. It is the main component of the framework. The task of recommen-
dation engine is to retrieve data from MongoDB collections, run recommendation
algorithms and techniques, and save the result set back to MongoDB for user’s
recommendations. The algorithmic details have already been discussed in the
previous section.

12.4.3 Implementing Context-Aware Mobile Computing Layer

From an implementation point of view, at the mobile computing layers (i.e.,
context-aware user interface) we have exploited HTML5® technologies to support
multiple mobile platforms. Moreover, the reason to choose a platform independent
technology for the mobile layer is that the framework carries out all performance
intensive tasks over cloud layer. The core responsibility of the mobile layer is
to retrieve the current location of the user and calculate users’ preferences to (1)

SMongoDB: https://www.mongodb.com/.

6 Amazon S3: https://aws.amazon.com/s3/.

7Python: https://www.python.org/.

SHTML 5—World Wide Web Consortium: https://www.w3.org/TR/html5/.
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send them to cloud end of the system, and (2) display the recommended products
to the end user. To find the current location of the user we have used HTML5
Geolocation API. Restful Architecture has been utilized to perform communication
between mobile and cloud end of the system. The user of the framework needs to
be registered to system to get any recommendations. User information is stored into
user table/collection in MongoDB installed over Amazon EC2. After the user gets
logged into the system, user’s current location is retrieved. The current location of
the active user and preferences are sent to Node JS server via Restful API.

12.4.4 Implementing Processing Based Cloud Computing
Layer

This section describes the methodological details to implement cloud end of the
recommender system. It is vital to mention that all computational and storage work
for recommendation generation is performed over cloud layer using node JS server
and MongoDB that are deployed on Amazon EC2 instance. Another benefit gained
by cloud layer is off-line processing performed by python based recommendation
engine. The purpose of off-line processing is to overcome the problems of scalability
and performance.

To implement off-line processing we have used collaborative filtering algo-
rithm [8, 25, 44]. We have utilized the table user-product rating matrix to apply
above mentioned techniques and generate precomputed tables of similar users as
well as similar products (cf. Algorithms 2 and 3). Python based recommendation
engine runs these algorithms to refresh precomputed tables on daily basis based on
the time when there is a minimalistic use of the framework. In order to compute item
based similarities we have utilized cosine-based similarity (cf. Algorithm 3—Line
3) and for the sake of user based similarities’ computation, we have utilized Pearson
correlation method (cf. Algorithm 2—Line 3). We have unified the items based
collaborative filtering technique with user based collaborative filtering technique
during off-line processing.

Figure 12.6 presents an overview of the context-based recommendation of the
products’ list to the users. As highlighted in Fig. 12.6, there are two types of users,
namely: (1) new users and (2) existing users that lead to two scenarios for the
recommendations that are detailed below.

— Cold Start Scenario represents the situation when a new user utilizes the
framework for context-aware recommendations as illustrated in Fig. 12.6a. Since
the framework has no prior information about the user’s context, any compu-
tations and recommendations by the framework are cold start. In the cold start
scenario, the framework gathers user’s location and preferences to generate the
recommendations.

— Warm Start Scenario represents the situation when an existing user utilizes
the framework to get the recommendations as illustrated in Fig. 12.6b. In this
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Fig. 12.6 Overview of the product recommendations sample implementation logic

situation, the framework has prior contextual information about the user that
helps the framework’s accuracy of recommendations as a warm start. In the warm
start scenario, the framework gathers user’s location, preferences as well as user’s
historical data (e.g., past preferences, items/points of interests, and time/date) to
generate the context-aware recommendations. These recommendations ensure a
digital matchmaking in a virtualized context of smart markets involving potential

customers and business entities.

We also highlight the sample code that executes at the mobile and cloud
computing layers of the framework to generate the context-aware recommendations
in Fig. 12.6. Figure 12.6¢ presents the partial view of the code to display the
recommender product list to the users. For the display of the recommendation list,
we have used ionic framework to support a platform independent code/technology.
Figure 12.6d presents the back-end logic that gathers the user’s contextual informa-
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tion to generate the recommendation list. The logic is executed at the cloud-based
server. We have used the Angular JS to compute the contextual information.

12.5 Qualitative Evaluation of the Framework

We now present the results for the framework evaluation. Specifically, we discuss
the dataset(s) used in Sect. 12.5.1 to evaluate the accuracy and efficiency of the
framework presented in Sect. 12.5.2. Finally, we also present some threats to the
validity of the evaluation results detailed in Sect. 12.5.3.

12.5.1 Platform, Metrics, and Dataset for Evaluation

— Platform and Tools Used for Evaluation: All evaluations were performed using
Huawei P8 Lite smart-phone on the client side (i.e., mobile computing layer). On
the other hand, on the server side, a Red Hat Enterprise Linux OS system with
Node.js, MongoDB, and Python installed was used (i.e., cloud computing layer).
The proposed recommender framework is evaluated based on two main criteria:
(1) accuracy of the recommendations that are generated by the cloud server and
(2) efficiency of the resource utilization by the mobile device in terms of CPU
and power consumption. Memory consumption issues are not considered due to
the fact that all the data storage takes place at the cloud-based server.

— Metrics Used for Evaluation: To evaluate software quality features of the
developed recommender system, we have used ISO/IEC 9126-1 software quality
standard [19] introduced by the International Organization for Standardization
(ISO).? The standardized model investigates six quality features that are catego-
rized into 27 sub-categories. Using an established model to evaluate the quality of
the framework can help us to avoid any bias and guides feature based evaluation
of the framework. To evaluate the proposed recommender framework, we only
considered two quality features: accuracy, efficiency, and their sub-features.

— Dataset Used for Framework Evaluation: We used the dataset of superstore
sales to evaluate the proposed recommender system. The dataset contains real
items of product offerings and is publicly available at [30]. The selected dataset
provides us with realistic data and scenarios to avoid any bias or limitations of
the evaluation. We slightly modified the dataset to accommodate geographic
locations (regions/provinces) corresponding to our needs that provides the
foundation to evaluate the framework in a real context, as per the needs of the

°Tt is noteworthy that ISO/IEC 9126-1 was first published in 1991; and later on from the year
2001 to the year 2004 ISO published an international standard (ISO/IEC 9126-1) as well as three
technical reports (ISO/IEC 9126-2 to ISO/IEC 9126-4).
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local users and markets. For framework evaluation, we consider attributes of
customer name, product name, product category and sub-category, price, and
geographic location to propose a recommender system.

12.5.2 Results for Framework Evaluation

The result shows higher precision rates for the proposed system corresponding to
good recommendations. Moreover, the proposed system demonstrated an efficient
CPU consumption and memory usage.

Accuracy of Framework’s Recommendations

In order to quantify and measure the accuracy of the framework’s recommendations,
we have used two metrics, namely: (a) recommendation precision as a measure of
the accuracy of the recommendations made, and (b) recommendation recall mea-
sures the proportion of correct recommendations out of the total recommendations
made by the framework. Mathematically, the metrics are defined as

. TP TP
precision = ——  ;recall = ——
TP+ FP TP+ FN

where

T P : true positives
F P : false positives
TN : true negatives
F N : false negatives

We present the results of measuring the framework’s accuracy based on the data
in Table 12.4. Moreover, we provide an illustrative comparison of the evaluations
and trials on the framework to measure its accuracy in Fig. 12.7. As highlighted in
Table 12.4 and Fig. 12.7, there are two scenarios, namely: cold start and warm start
recommendations that have been detailed earlier.

We performed the trials with 5 distinct user groups (UG), where each group
had on average 10 people with varying age and gender groups along with distinct
preferences to reduce any bias in the recommendation trials. The users’ groups were
asked to specify their preferences and let the framework provide them with context-
aware recommendations. Based on the data in Table 12.4 and its visualization in
Fig. 12.7, we observed that average precision and recall of the proposed system
were 80.4% and 64.8%, respectively, in case of newly registered users (cold start
scenarios). On the other hand, average precision and recall of the system were 82.6%
and 72.6%, respectively, in case of already existing users (warm start scenarios).
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Table 12.4 Precision and recall for newly registered users and existing user

Specific
User group | category total | Recommended | Relevant | Precision | Recall
Cold start scenario | UG1 81 63 45 71% 55%
UG2 96 72 60 83% 62%
UG3 98 98 84 85% 85%
UG4 90 60 50 83% 55%
UGS 91 65 52 80% 57%
Avg. 91.2 71.6 58.2 80.4% 64.8%
Warm start scenario | UG1 84 96 72 75% 85%
UG2 99 77 66 85% 66%
UG3 72 63 54 85% 75%
UG4 88 66 55 83% 62%
UGS 80 70 60 85% 75%
Avg. 84.6 74.4 61.4 82.6% 72.6%

Note: Column “specific category total” shows the total number of records related to a particular topic
in the database. Column “recommended” represents the count of retrieved records, while column
“relevant” represents the number of records relevant to user preferences. The last row in both tables
describes the average for each column
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Fig. 12.7 Overview of the results for evaluating framework’s accuracy for recommendation

A recommendation list was generated based on the location of the user as in
Fig. 12.6. The recommendation list was also used to record and evaluate the
precision and recall of recommendations provided by the system. The results have
been shown in Table 12.4 for newly registered users and existing users, respectively.
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Efficiency of the Framework

We now measure the computational and energy efficiency of the proposed recom-
mender system. The data is offloaded to cloud-based server, therefore, evaluating the
memory or storage efficiency of the mobile computing layer is out of the scope here.
To assess and evaluate the efficiency of the recommender framework, we monitored
its memory and CPU usage using CPU monitor [9]. An overview of the framework’s
processing and power efficiency monitoring is illustrated in Fig. 12.8. In Fig. 12.8, to
measure the efficiency, we need to consider two execution modes of the framework:

— Framework Execution as a Foreground App represents the scenario when the
framework is active and fully executional during the recommendations process.

— Framework Execution as a Background App represents the scenario when
the framework is only running in the background for context calculation but not
operational for the users’ recommendations.

We observed that the proposed application took approximately 3 s to fetch and
display a list of recommended items acquired from the node server to the end
user. In the former mode, CPU consumption did not exceed 4% and RAM used
was 157 MB. In the latter mode, maximum CPU usage remained 2% and RAM
usage was ~146 MB. Furthermore, to measure battery consumption of the mobile
application, we used AccuBattery [1]. The usage was normal in both execution
modes, 0.2% and 0.4% in background and foreground modes, respectively.

12.5.3 Threats to the Validity of Framework

After presenting the framework evaluation, we also highlight some threats to the
validity of the proposed research and solution. The threats also highlight the possible
future work to optimize the proposed solution.

— Threat I—Availability of the Diverse Dataset: A possible threat to the validity
relates to the availability of a diverse set of data. Diversity of data refers
comprehensiveness of the user related information (i.e., gender, social and
national background, emotion, etc.) along with time, day, and other environ-
mental conditions to further evaluate the framework. The proposed algorithms
provide parameterized customization of the solution. However, the availability
of the diverse dataset can help us to further evaluate the accuracy and efficiency
of the proposed and developed framework.

— Threat II—Real Use-Cases from Smart Markets: Smart recommender sys-
tems in general and smart markets in particular are relatively innovative concepts
and lack any historical data. Unlike the more conventional recommender sys-
tems, the available usage scenarios for smart markets are limited. Moreover, the
unification of the mobile and cloud computing technologies requires historical
data and use-case for a more rigorous evaluation of the framework.
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— Threat III—24 x 7 Connectivity for Framework: From a technical perspec-
tive, the solution exploits mobile devices as context-sensitive and portable
user interface. The resource poverty of the mobile devices is alleviated with
a continuous connectivity and processing at the cloud-based server. Therefore,
a fundamental requirement to the success of the framework is a continuous
network connection between a mobile device and the cloud-based server. In case
of poor connectivity, the accuracy and performance of the framework can be
affected.

12.6 Conclusions and Future Research

In this paper, we exploit the mobile cloud computing as state-of-the-art mobile
computing technology to develop a context-sensitive and portable recommender
system. The recommender system aims to support an efficient and context-driven
matchmaking between potential customers (based on their shopping preferences)
and relevant business entities (based on their products/service offerings). The
recommender system supports the activities of the smart markets, i.e., virtualized
and context-aware markets and/or shopping arena. Smart markets aim to facilitate
the customers with recommendations and supporting business entities to maximize
the outreach of their products and offerings. The proposed recommender system
advances the state-of-the-art for recommender systems by exploiting a layered
architecture that unifies the mobile computing and cloud computing technology
layers. The system supports smart city systems in general and focuses specifically
on smart markets.

Contributions and Outcomes The primary contributions of the solution lies
with the proposed architecture and its underlying algorithms to sense contextual
information from the users. The contextual information is matched with the best
market offerings to facilitate the users with decision support based on contextual
recommendations. We have used the publish—subscribe architectural pattern to reuse
knowledge and best practices and customized it to enable an effective matchmaking
and communication. The architectural model and pattern used have also helped
us to model and develop mobile computing layer (front-end context-sensitive user
interface) that relies on cloud computing layer (back-end data processor and storage)
to alleviate the resource poverty of the mobile devices. In short, the proposed
research presents an architecture, patterns, algorithms, enabling technologies, and
implementation platform to develop a recommender system for smart markets.

Evaluations and Limitations We have developed and evaluated the prototype
as a proof-of-the-concept for recommender system and its underlying algorithms.
The prototype supports automation, user intervention, and customization during the
recommendation process. We have used the ISO/IEC-9126-1 model to evaluate the
quality in terms of accuracy and efficiency of the recommender system. To support
a formal approach, we have utilized cosine-based similarity and Pearson correlation
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for computation of context-aware recommendations. The evaluation results suggest
that the framework supports high accuracy for recommendations and facilitates
computation and energy efficient mobile computing. We have also highlighted some
threats to the validity of the research.

Future Work In future, we mainly focus on extending the types of recommenda-
tions and its application to other domains of the smart city systems such as crowd-
sensed recommendations. Also, the privacy of user’s context, their preferences, and
information are also of central importance as part of the future work. From the
functional perspective, we aim to explore other contextual factors, such as weather
conditions, a week of the day, etc., to further optimize and extend the types of
recommendations.
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Chapter 13 ®)
Association Rule Mining in Higher Qe
Education: A Case Study of Computer

Science Students

Njoud Alangari and Raad Alturki

13.1 Introduction

The volumes of data that the world is producing every day are extremely huge. Data
can be produced by humans directly through our interactions with social networks
or by feeding of data into electronic systems. Also, they can be produced solely
by machines, such as those logging the activities of humans or machines. Data
production and storage have become the norm in every aspect of our lives. They are
used in healthcare, banking, education, and even in homes. With adaptation of new
technologies such as the internet of things (IoT) and advancements in technologies
to produce and store data, it is expected that the world will produce more and more
data.

Data can be stored in many forms and in different ways. They can be stored in
relational databases and spreadsheets, and are called structured data. Alternatively,
data can be stored in a nontraditional row—column database, such as text and mul-
timedia content (e.g., videos, photographs, and audio) and are called unstructured
data. Furthermore, data that contain semantic tags (such as e-mail messages, XML,
and HTML) and are not stored in relational databases are called semistructured data.
Because of this diversity, there have been many methods and techniques used to
mine each type. Data differ in the scope and the field that they belong to, and data-
mining (DM) experts deal with them differently. For instance, the objective used to
mine educational data can be different from the objective used to mine healthcare
data. It could be acceptable to build a model that predicts student performance with
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85% accuracy, whereas it is not acceptable to have accuracy of only 85% to predict
the success rate of drug treatment.

DM techniques can be predictive or descriptive. Predictive methods use variables
to predict unknown or future values of one or more variables. Examples of predictive
methods are classification, regression, and deviation detection [1]. Descriptive
methods such as clustering, association rule discovery, and sequential pattern
discovery find human-interpretable patterns that describe data [1].

Regression techniques aim to predict the value of a continuous attribute on the
basis of the values of other attributes [1]. The simplest form of regression is linear
regression, where the class is a linear combination of attributes with predetermined
weights. On the other hand, classification methods aim to predict the value of a
discrete attribute on the basis of the values of other attributes. Classification has
many approaches, including decision tree (DT), Bayesian classifier or network,
neural network (NN), support vector machine (SVM), and logistic regression
approaches. Logistic regression allows us to use regression for classification.

Clustering measures the similarity between data points or variables; in other
words, it groups similar data points on the basis of their attributes, and each
group is called a cluster [1]. Clustering methods are divided, in general, into two
groups: partitioning methods and hierarchical methods. Association rules produce
dependency rules based on strongly associated different attribute values [2]. There
are many association rule—mining algorithms such as Apriori, Equivalence Class
Transformation (Eclat), and frequent pattern growth (FPGrowth) [3].

Many researchers have used DM techniques such as regression, classification,
clustering, and association rule mining in the field of education. They have applied
these analyses in traditional education, web-based education (e-learning), and
learning management systems [4]. Their studies have been conducted to accomplish
many tasks related to students’ learning processes, including providing feedback,
predicting student performance, and detecting student behavior [4]. In traditional
education, there are hidden patterns in data that are difficult for instructors and
administrators to notice without the help of DM techniques. Such knowledge could
be useful to students’ learning processes in many ways. Processes such as students
registering in courses, and instructors making or changing major plans or advising
students, take time and effort during every semester. With the use of students’
historical data that universities collect over the years, DM can help to enhance these
processes. As a result, instructors and students can make better-informed decisions.

In this chapter, we report our work in finding an association between courses
in a Computer Science (CS) program on the basis of students’ grades. We report
our work in discovering interesting rules by using different parameters such as
support, confidence, lift, Kulczynski (Kulc), and the imbalance ratio (IR). We used
the Apriori algorithm to mine data on undergraduate students majoring in CS at our
university. The rest of this chapter is structured as follows: we review research in
DM and association mining in Sect. 13.2. In Sect. 13.3 we give a detailed description
of our experiments in using association rule mining to find interesting rules. We give
our conclusion in Sect. 13.4.
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13.2 Related Work

In this section, we review some related work that has used DM in education. We
start by discussing previous work in terms of the classification methods used and the
challenges associated with them. Then, we give a brief background of association
rule mining and how we measure rules’ interestingness. After that, we review related
work that has used association rule mining in education.

13.2.1 Classification in Education

Classification is one of the most popular DM techniques that have been used in
research to analyze educational data. Several studies have been conducted to review
the literature in this area (e.g., a study by Shahiri et al. [5]) and to compare
classification methods that have been used [5, 6]. For instance, Himéldinen and
Vinni [6] compared classification methods used on educational data on the basis of
eight general criteria.

Many attributes have been used to predict students’ performance, such as pre-
vious courses, standardized examination scores, or preuniversity scores. Different
studies have used different attributes in their analyses. Shahiri et al. [5] reviewed
important attributes used in prediction, such as the Cumulative Grade Point Average
(CGPA) [7, 8], internal assessment [8, 9], students’ demographic data [10, 11],
external assessment, and psychometric factors. According to Shabhiri et al. [5], the
most popular task is classification, for which many algorithms have been used, such
as DT [7-10, 12], artificial neural networks (ANNs) [7, 8, 12], naive Bayes [9, 10,
12], K-nearest neighbor [10, 11], and SVM. Shahiri et al. [5] mentioned that most
researchers have used CGPA and internal assessment as data attributes, and ANN
and DT as classification techniques.

Several studies [7—11, 13] have focused on predicting students’ performance by
using DM techniques alone. The prediction of overall performance or performance
in a specific course could be based on different attributes such as students’
preuniversity data [7, 10], average of course attendance [11], grades in courses [13],
marks in the course [8, 9], and behavioral features in an e-learning education system
[12]. Most of the related studies that we reviewed used classification algorithms for
prediction, including a nearest neighbor algorithm (IBk) [10], rule learners (OneR
and JRip) [9, 10], classification based on an association rules algorithm [13], linear
regression models [7], a classification and regression tree (C&RT), and chi-squared
automatic interaction detection (CHAID) [8]. To compare the models, the studies
used different evaluation measures such as accuracy (which was used by most of
the studies), precision, recall, and F-measures [12].
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13.2.2 Background to Association Rule Mining

Association rule mining is a DM technique that discovers interesting relations
between attributes and then generates rules that represent these relations. These rules
do not imply a causal relationship; for example, rule (A = B) does not mean that
A causes B. However, the rules imply an association relationship between attributes
(that is, those attributes go together) [14]. As we have mentioned above, the popular
algorithms in association rule mining are Apriori, Eclat, and FPGrowth [3].

The Eclat algorithm uses a vertical data format method where each item is stored
together with its list of TIDs (that is, the IDs of transactions that contain this item) [3,
15]. It is used only at the Apriori join step to generate the candidate itemsets [15]. To
compute the support for an itemset, Eclat uses an intersection-based approach [15].
The intersection operation on TIDs is fast frequency counting, and it is advantageous
for the vertical format that Eclat uses [16]. However, it has a drawback when the
intermediate results of vertical TID lists become too large for the memory [16].

The FPGrowth algorithm was developed on the basis of a new data structure
called a frequent pattern tree (FP-tree) [17]. It stores the database in the main
memory using a combination of vertical and horizontal database layouts [17]; the
transactions are stored in a tree structure, and each item has a linked list going
through to all transactions that contain that item [17]. It avoids the cost of the
candidate generation that Apriori does, by focusing on frequent pattern growth [3].
However, with long pattern data sets, it consumes more memory and performs badly
[17, 18].

Apriori is a basic algorithm to find frequent item sets [3]; it is the one that
we used in this work. Sometimes, Apriori produces a huge number of rules,
making it difficult to use all of them. Because of that, and for other reasons
that will be mentioned later, we must use interestingness measures. The measures
of interestingness evaluate how interesting each rule is. This makes it easier to
distinguish between the rules.

Measures of Interestingness In Apriori, patterns can be represented in the form
of association rules. If the rule is (A = B), then, to measure its interestingness, we
have many measures such as support, confidence, lift, Kulczynski, and the IR. Such
measures are useful to distinguish between rules especially when there is a huge
number of resulting rules. In addition, we should distinguish between uninteresting
rules, which present an obvious fact, and new rules that could be interesting and
useful. It is common in association rule mining to get a large number of rules that
present facts we already know [19]. More details about the measures are as follows:

* The absolute support (also known as support count, count, or occurrence
frequency) for itemsets A and B is the number of transactions that contain the
itemset, and this is the probability: P(AUB) [3]. The support for the rule (A = B)
(sometimes referred to as relative support) is the count of transactions containing
A and B to the number of transactions in the database [20].
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count (A U B)
Support (A = B) = — (13.1)

¢ The confidence of a rule (A = B) is the number (or count) of transactions that
contain A and B to the number of transactions that contain A, and this is the
conditional probability: P(B|A) [3, 20]. The confidence value is calculated as
shown below [20]:

count (A U B)
Confidence (A = B) = —— (13.2)
count(A)

e The lift of a rule measures how many more times A and B occur together in
transactions than would be expected if A and B were statistically independent (not
correlated). The lift value could be equal to 1, which would mean that A and B
are independent and there is no correlation between them; or it could be less
than 1, which would mean that the occurrence of A is negatively correlated with
the occurrence of B; or it could be greater than 1, which would mean that A and B
are positively correlated, and the occurrence of one implies the occurrence of the
other. For example, if the lift of rule (A = B) is greater than 1, then we could say
that A occurrence increases (or “lifts”) the likelihood of B occurrence by a factor
of the lift’s value [3]. The lift of a rule can be calculated as follows [20]:

. P(AUB)
Lift(A,B) = ————, (13.3)
P(A)P(B)
lift (A = B) = confidence (A = B) (13.4)

support(B)

* The Kulczynski measure of A and B (abbreviated as Kulc) is an average of two
confidence measures where the two confidence measures mean the conditional
probabilities: the probability of itemset B given itemset A, and the probability of
itemset A given itemset B. Its range is from O to 1, and the higher the values are,
the closer the relationship between A and B is [3]. Kulc = 0.5 signifies neutral
or balanced skewness, whereas the further the value is from 0.5, the closer the
relationship is between the two item sets [21]. Kulc is defined by Eq. (13.3).

Kulc (A, B) =%(P(A|B)+P(B|A)) (13.5)

e The imbalance ratio (IR) assesses the imbalance of two item sets (A and B)
in rule implications [3]. Its range is from O to 1; IR = 0 means that the two
directional implications between A and B (A = B and B = A) are the same,
which means it is not an interesting rule, whereas IR = 1 means it is a highly
skewed or very interesting rule [21]. IR is calculated by Eq. (13.3):
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IR (A. B) = |sup(A) — sup(B)] (13.6)
"7 sup(A) + sup(B) — sup (A U B) '

Mining of association rules is a two-step process: first, we must find all frequent
item sets that satisfy the minimum support threshold (Min_sup) specified by the
user. Second, from these item sets, we must generate association rules that satisfy
the minimum confidence threshold (Min_conf), and these rules are called strong [3].
However, when the items that we are interested in have support that is below (or far
below) a user-specified minimum support threshold, they are called infrequent (or
rare) items [22]. Rare items are caused by an imbalance in the data set where some
items have a very high frequency, count, or support, while other items have very low
support, and the resulting rules mostly cover only those items with high support [3,
22]. To mine the rare items, there are several methods that can be applied, such as
balancing techniques or rare association rule—mining algorithms [23]. Another way
is to set the minimum support threshold to a low value, which counts as the simplest
way to mine rare items [22].

If we choose to set the minimum support threshold at a low value, that will
produce a huge number of strong rules. When the resulting strong rules are huge in
number, then use of a lift will help to rank or filter these rules [20]. Another reason
to use a lift is to avoid misleading “strong” rules, because not all strong rules are
interesting [3]. However, the lift is influenced by a null transaction—a transaction
that does not contain any of the itemsets being examined. For example, a transaction
that does not contain item sets A and B is a null transaction. If the value of a measure
(of the interestingness of a rule) is not influenced by null transactions, it is called a
null-invariant measure.

Null invariance is an important property for measuring association patterns in
large transaction databases. So, a lift is not a null-invariant measure, whereas
Kulc and IR are null-invariant measures because they are not influenced by a null
transaction [3, 21]. Because of that, the lift has difficulty distinguishing interesting
pattern association relationships in comparison with Kulc and IR. As far as we know
(from reviewing the studies by Jiawei [3], Gupta and Arora [21], Wu et al. [24], and
Gopalakrishnan [25]), we could use the three measures lift, Kulc and IR together as
follows:

¢ If the Kulc value is close to 1, then the left-hand side (LHS) and the right-hand
side (RHS) are positively correlated [3, 24].

¢ If the Kulc value is close to 0, then the LHS and RHS are negatively correlated
[3, 24].

e If Kluc = 0.5 (that is, neutral) [3, 21, 24], then check the IR value.

— If IR = 0, then it is not an interesting rule [21].
— If the IR value is close to 1, then the rule might be worth looking at [21].
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13.2.3 Association Rule Mining in Education

Association rule mining has been applied in education, mostly using the Apriori
algorithm. The relevant studies have used Apriori for several objectives. Some of
them have used it to predict students’ performance [14, 26, 27] and to provide
a good placement for a student by matching the organization’s requirement with
the student’s profile [26]. In a study by Kasih et al. [14], the prediction of the
students’ final results was based on their performance in eight courses in the first
four semesters, while in a study by Borkar and Rajeswari [27], the prediction
was achieved by finding the association between attributes such as attendance and
assignments. In a study by Ahmed et al. [28], the authors used students’ academic
and personal data to discover their impact on the students’ performance; they
extracted the association rules related to the impacts of sex, residence, retention,
etc.

Other studies have used students’ admission data [29, 30]. In a study by Mashat
et al. [29], the data represented applicant student information and their status
of being rejected or accepted for enrollment at the university. The researchers
applied Apriori to the whole data set and then to the accepted applicants and the
rejected applicants separately. The resulting rules were presented and interpreted
with respect to the admissions office perspective [29]. Abdullah et al. [30] applied
the SLPGrowth (Significant Least Pattern Growth) algorithm and two measures—
lift and critical relative support (CRS)—to a student admission data set.

Damasevicius [31] aimed to improve the content of an informatics course. He
used association rules and ranked course topics on the basis of their importance
to the final course marks. He also proposed a novel metric called “cumulative
interestingness” for assessing the strength of an association rule. Vranic et al. [19]
used data on an electrical engineering fundamentals course with general data to
predict the success of the next year’s students in this course.

Upendran et al. [32] proposed a course recommendation system that suggested
courses for new students. They used the Apriori algorithm to generate rules using
previous students’ marks in core courses and focused on rules with success as a
consequence. These rules were used to suggest courses for new students where they
had a high probability of success.

Some studies have associated courses with students’ grades; for example, Buldu
and Ucgiin [33] were interested in the relation between courses in which students
failed. In the study by Ahmed et al. [28], the resulting association rules showed
that the grade in one course might depend on prerequisite courses. In the study
by Upendran et al. [32], marks in core subjects such as Mathematics, Physics,
Chemistry, Biology, Computer Science, and English were considered as attributes.
Table 13.1 summarizes some of the studies’ experimental settings and the Apriori
parameters that they applied.
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Table 13.1 Summary of studies that have used the Apriori algorithm

Number of Number of
Study students/records | Min_supp | Confidence Other parameters | rules
Angeline [26] 21 students 0.33 0.75 Max rule 127
length = 4,
lift filtering = 1.1
Borkar and 60 students 0.01 0.9, 0.87, and 2,2, and
Rajeswari [27] 0.7 11
Kasih et al. [14] | 146 records 0.2 0.8 - 6
Mashat et al. [29] | 83K records 0.4 0.75 4
(accepted and
rejected
applications)
38K records 0.6 Not mentioned | — 5
(accepted
applications)
45K records 0.6 Not mentioned | — 3
(rejected
applications)
Vranic et al. [19] | 952 records 0.4 0.8 - >500

Min_supp minimum support threshold

13.3 Experimental Settings and Results

In this section, we present some of the experiments that we did to mine association
rules by using the Apriori algorithm to find associations between CS courses based
on the students’ grades. We present the settings of the experiments, including the
data preprocessing, and the results of these experiments.

13.3.1 Experimental Settings

In this subsection, we show how we preprocessed the data, then we show how we
selected the values of the Apriori parameters.

Data Preprocessing Our aim in this study was to find an association between CS
courses based on students’ grades. Therefore, the items in the data set should be in
the form (course = G) where course is the course code and G is the grade, G € {A,
B, C, D, F}. For example, CS140 = A, CS140 = C, CS322 = A, and CS322 =F.

We started by translating the raw data set from Arabic into the English language,
and we selected CS students’ data only. Then we transformed the “date of birth”
attribute from “dd/mm/yyyy” to “yyyy”; the results are presented as a screenshot
(Fig. 13.1). Notice that a student is represented by multiple rows. For instance, if
a student studied 50 courses, then he or she would have 50 rows: one row for each
course.
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Number of postponing Starting Major Cumulative GPA Semester GPA Grade of course Course Number
1¢8 20 2¢e DAW124
2c8 3.04 o NP MATHO11
20 104 o NP MATHO12
3CS n 253 F €s202
ocs .13 oNP MATHO11

Fig. 13.1 Data set after deletion of some attributes

U] Gender DOB Number of postponing Starting Major ACC100 ARB104 BUSI00 COM207 C5104 C5106 €s5140
101171 F 1990 0Cs A A A A A A A
101267 19%0 0cCs A A B - 8 (= A
101389 pa 1990 ocs A A [} A A A 8
101591 1990 0Cs A A C A o o o
101846 P 1990 0Cs A B A B < B (o]
101875 1990 0cCs B B A -] 8 -] (o]

One row for each student

Fig. 13.2 Data set after transformation of rows to columns

After that, the grades were merged into five categories (A, B, C, D, F): A+ was
merged with A, B+ was merged with B, etc. Any grades that did not belong to
any of the five categories were deleted. For instance, the grades in course CS480
(Practical Training) had two values—NP signified success without a degree and NF
signified failure without a degree—and most of the students got NP, so we deleted
them. We also deleted the attributes that did not seem useful, especially when they
had the same value for all students, such as major and residential area attributes.

Then, to represent each student by one row, we transformed rows into columns;
the results are presented as a screenshot (Fig. 13.2), where we present some of the
attributes. With this transformation, we kept only the first trail (which is the first
grade that a student got when he or she studied the course for the first time). To
handle missing data, we selected the graduated students, since their records had
fewer missing data/grades. We had 833 CS graduated students.

At the end, to prepare the data set for association rule mining, and to find
the association between courses, we selected only the attributes that represented
CS courses—general courses and computer specialized (mandatory and elective)
courses—which meant that we deleted the rest of the attributes. In the CS study
plan, we had 60 courses; for each course, student could get one of five grades (A, B,
C, D, F), which meant we had (60 x 5 = 300 items) in the form (course = G).

Setting of Apriori Parameters

After conducting many experiments and reading related works, we set the minimum
support at 0.01 and confidence at 0.8. This minimum support meant that approxi-
mately 94% of the items would be included in the mining process, while items that
had support of less than 0.01 would not be included. It also meant 1% of students,
which was either 8 students out of 833 students (1% x 833 = 8.33) or 4 students
out of 483 students [29].
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Table 13.2 Kulczynski (Kulc) and imbalance ratio (/R) values and their meanings

Relationship between LHS and RHS Kulc/IR Value

Positive correlation Kulc close to 1 Kulc > 0.7

Negative correlation Kulc close to 0 Kulc <0.3

Neutral Kulc close to 0.5 0.7 > Kulc > 0.3

Very imbalanced IR close to 1 IR > 0.8

Imbalanced IR relatively close to 1 IR > 0.6

Balanced IR close to O IR <03

Neutral Kulc and IR close to 0.5 0.6 <IR <0.3 and 0.7
> kulc > 0.3

LHS left-hand side, RHS right-hand side

Besides using support and confidence to measure the rules’ interestingness, we
decided to use lift, Kulc, and IR for the reasons mentioned in Sect. 13.2. In addition,
on the basis of the relation between the three measures, we wrote the pseudocode
below to evaluate the rules. As in the studies by Bramer [20] and Angeline [26], we
used lift to rank or filter the rules, then we applied the pseudocode. Table 13.2 lists
the values that we chose for Kulc and IR.

The itemset number was set at (2, 3, 4, and 5) to specify the length of the rules.
This helped us to focus on each subset of the rules; for example, when we analyzed
2-itemset rules, we focused on the relationship between two courses only, so if the
relation was positive, then getting a high grade in one course would be associated
with getting a high grade in the other one, and vice versa.

Pseudocode Used for Rule Filtering
Sort according to 1lift and 1lift > 1
If Kulc close to 1 then
LHS and RHS are positively correlated
Else if Kulc close to 0 then
LHS and RHS are negatively correlated
Else if Kulc close to 0.5 then
// Neutral, use IR to help find the imbalance
If IR very close to 1 then
// Imbalanced
The rule might be worth looking at: very imbalanced case
Else if IR relatively close to 1 then
// Imbalanced
The rule might be worth looking at: imbalanced case
Else if IR close to 0 then
// Balanced
Not interesting rule
Else “neutral”
// Kulc close to 0.5 and IR between 0.3 and 0.6
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13.3.2 Results of the Experiments

In the experiments, we used two data sets. In the first data set, the instances were
CS graduated students (833 students). In the second data set, we kept students who
failed at least one course (483 students or rows) and we kept items that contained
failing grades only (CS140 = F, CS322 =F;, etc.). We present the two experiments
as follows:

» The first experiment focused on the association of courses based on success and
failure, and it used data set 1.

» The second experiment focused on association of courses based on failure, and it
used data set 2.

Also, for each experiment, we generated rules with itemset numbers from 2 to
5. Because of space limitations, we present and discuss the resulting rules only for
2- and 3-itemsets, presenting 2-itemset rules for the first experiment and 3-itemset
rules for the second experiment.

Association of Courses Based on Success and Failure In this experiment, we set
Apriori parameters as listed in Table 13.3.

The results of the 2-itemset were 1138 rules, and we were interested in rules
where the LHS and RHS were positively correlated (103 rules) or worth looking
at, especially in a very imbalanced case (453 rules). We first explore and present
the positive correlation rules, then those worth looking at. After that, we present the
rules that contained grade F.

Positive Correlation Rules In Table 13.4, we present the top five rules with the
highest lift values where LHS and RHS were positively correlated. As can be seen,
these rules had high confidence and the support values were relatively low to high,
being in the range of 0.3-0.8, which meant that 30-80% of the students achieved
these grades in these courses. The confidence values were in the range of 0.8-0.9,
indicating that these rules were found to be true 80-90% of the time; in other words,
in 80-90% of instances where a student achieved LHS, he or she would achieve RHS
too.

As an example of the rules presented in Table 13.4, rule (1043) {ARB104=A} =
{IDE133=A} (sup = 0.384 and conf = 0.821) means that 38% of the students
achieved an A in both course ARB104 and course IDE133, and the rule was found

Table 13.3 Apriori

Parameter Value
parameter values -

Min_supp 0.01

Confidence 0.8

Itemset number | 2, 3,4, and 5

Min_supp  minimum  support
threshold
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Table 13.4 Top five 2-itemset rules where the left-hand side (LHS) and right-hand side (RHS) are
positively correlated

LHS and RHS

Rule no. | Rules Support | Confidence | Lift Kulc IR correlation

1043 {ARB104 =A} =/ 0.384 |0.821 1.312 | 0.717 | 0.222 | Positive
{IDE133 = A}

1053 {ECO100=A}=|0415 |0.824 1.241 1 0.725 | 0.212 | Positive
{QUR401 = A}

1062 {BUS100 = A} =| 0.403 | 0.806 1.188 | 0.700 |0.229 | Positive
{COM207 = A}

1063 {BUS100 = A} =/ 0419 | 0.837 1.186 | 0.715 | 0.261 | Positive
{QUR451 = A}

1055 {ECO100 = A} =| 0.421 0.836 1.184 | 0.716 |0.256 | Positive
{QURA451 = A}

IR imbalance ratio, Kulc Kulczynski

Table 13.5 Number' O.f QUR on RHS Number of rules
2-timeset rules containing ol — A 139

one of the Holy Quran (QUR) {Qu =A}

courses {QUR201 = A} | 127

(QUR251 = A} | 105
(QUR351 = A} | 103
{QUR301 = A} | 89
(QURISI = A} |79

(QUR4SI = A} | 75
(QUR401 = A} | 41

RHS right-hand side

to be true for 82% of those students; in other words, in 82% of instances where a
student got an A in ARB104, he or she would get an A in IDE133 too.
In addition, we noted the following about the positive correlation rules:

* Allrules that had a positive correlation associated getting grade A in LHS courses
with getting grade A in RHS courses.

» Examples of the courses that appeared in the rules are general courses and two
mandatory courses, CS492 and CS493 (Senior Project in Computer Science 1
and Senior Project in Computer Science 2). However, grade A was the only grade
that appeared.

¢ Most of these rules were in the form ({X = A} = {QURxxx = A}), where
“X” represented a course and “xxx” represented the code of the QUR (Holy
Quran) courses. Table 13.5 shows the number of rules (in this form) for each
QUR course.

The high support indicates that these item sets {coursel = A, course2 = A}
appeared frequently in the data set; most of the students got a grade of A in these
courses (the general courses and two mandatory courses (CS492 and CS493)). For
example, Fig. 13.3 shows the frequency or support of the QUR courses with grades
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(A, B, C, D, F) and, as we said, (QURxxx = A) items were the most frequent. As
a conclusion, these rules may not be interesting, since getting an A in these courses
could count as an obvious fact, and any rule that supports an obvious fact is not an
interesting rule.

Rules Worth Looking At In Table 13.6 we present the top five rules that were worth
looking at (very imbalanced cases). These rules had high confidence values and low
to relatively low support values; the support values were in the range of 0.01-0.1,
meaning that 1-10% of the students achieved grades (A, B, C, D, F) in the LHS
courses and grade A in the RHS courses. The confidence values are in the range of
0.8—1, which indicates that these rules were found to be true 80-100% of the time;
in other words, 80-90% of instances where a student achieved in LHS courses, he

QUR courses support for the 5 Grades A. B, C. D and F

1

0.8

0.6

04 ‘ |
0.2

o M Is--_ oo Blom. MMu. BMen Blie. Mo

QUR101 QUR151 QUR201 QUR251 QUR301 QUR351 QUR401 QUR451
B A-support M B-support ®C-support MBD-support ® F-support
Fig. 13.3 Support of Holy Quran (QUR) courses with grades (A, B, C, D, and F)

Table 13.6 Top five “worth looking at” 2-itemset rules

LHS and RHS

Rule no. | Rules Support | Confidence | Lift | Kule |IR correlation

45 {CS439=A}= | 0.014 0.800 4.660 | 0.442 | 0.877 | Very imbalanced
{CS322 = A} case

46 {CS439=A}= | 0.014 0.800 4.191 | 0.438 | 0.889 | Very imbalanced
{CS370 = A} case

47 {CS439=A}=|0.014 |0.800 3.471 | 0.431 | 0.908 | Very imbalanced
{MATH227 = A} case

106 {CS438 =A} = | 0.025 |0.955 2.432 1 0.509 | 0.930 | Very imbalanced
{CS391 = A} case

49 {CS439=A}= | 0.018 1.000 2.394 1 0.522 | 0.957 | Very imbalanced
{ENG208 = A} case

IR imbalance ratio, Kulc Kulczynski, LHS left-hand side, RHS right-hand side
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or she would achieve in RHS courses too. A “worth looking at” rule may or may not
imply an interesting relationship.

We noticed the following about the “worth looking at” rules:

* All rules that had a positive correlation associated getting grade (A, B, C, D, F)
in LHS courses with getting grade A in RHS courses.

* As we saw in the (2-timeset rules with positive correlation), most of the rules
were in the form (X = G = {QURxxx = A}), where G represented one of
the grades (A, B, C, D, F), and we said that these rules were mostly not
interesting, since they could count as obvious facts because of the high support
of (QURxxx = A) items.

As an example of the rules presented in Table 13.6, rule (45) {CS439 = A} =
{CS322 = A} implied that maybe there was an association between getting an A
in both course CS439 (Cloud Computing) and course CS322 (Operating Systems),
and we know from the CS study plan that one of the prerequisite courses to register
in CS439 (Cloud Computing) was success in CS322 (Operating Systems). So, an
association between getting an A in both courses is logical, since it confirms what
we already know. The same applies to rule (46) {CS439 = A} = {CS370 = A},
where there might an association between getting an A in both course CS439 (Cloud
Computing) and course CS370 (Introduction to Databases), and since the CS study
plan did not link these two courses, that could mean that this rule is a new rule and
therefore could be an interesting rule.

Table 13.7 shows some of the rules that contained CS courses on the LHS,
arranged by the support values from largest to smallest. For example, the first
three rules applied to approximately 5% of the students (5% of 833 students = 41
students), and they were true 90% or 80% of the time. They showed the association
between getting an A in CS401 (Computational Numerical Analysis) and getting
an A in CS493 (Senior Project in Computer Science 2), as in rule (262); getting

Table 13.7 “Worth looking at” 2-itemset rules where the left-hand side (LHS) items are Computer
Science courses

LHS and RHS

Rule no. | Rules Support | Confidence | Lift | Kulc |IR correlation

262 {CS401 =A}=]0.059 |0.907 2.026 | 0.519 | 0.844 | Very imbalanced
{CS493 = A} case

258 {CS401 =A}= |0.058 |0.889 2.264 | 0.518 | 0.820 | Very imbalanced
{CS391 = A} case

264 {CS401 =A}=|0.058 |0.889 1.903 | 0.506 | 0.848 | Very imbalanced
{CS492 = A} case

235 {CS471=A}= |0.052 |0.878 1.879 | 0.494 | 0.861 | Very imbalanced
{CS492 = A} case

201 {CS451=A}=]0.036 |0.857 1.835 | 0.467 | 0.898 | Very imbalanced
{CS492 = A} case

IR imbalance ratio, Kulc Kulczynski, RHS right-hand side
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an A in CS391 (Seminar), as in rule (258); and getting an A in CS392 (Senior
Project in Computer Science 1), as in rule (264).

“Worth Looking At” Rules Containing Failed Courses We present some of the 2-
timeset rules that contain grade F in Table 13.8; they are worth looking at (a very
imbalanced case) on the basis of both their Kulc value and their IR value. Note that
they have high confidence in the range of 0.8—1 and low support in the range of
0.011-0.067; that is, 1.1-6.7% of the students who got grade F in LHS courses and
got grade A in QUR courses (RHS). Also, these rules were found to be true 80—
100% of the time. As we know, a “worth looking at” rule may or may not imply an
interesting relationship. From our point of view, since most of the students got an A
in QUR courses, those students would get different grades (A, B, C, D, F) in the rest
of their courses. So, it is an obvious fact, which means these rules do not seem to
be interesting. For example, the support value for rule (13) is equal to the support
value for item (CS430 = F) on the LHS; the same students who got an F in CS430
(approximately 11 students) got an A in QUR courses.

Association of Courses Based on Failure In this experiment, to find the associa-
tion between failure and getting an F grade in courses, we used the second data set,
which contained CS graduated students who failed in at least one course (483 rows),
with 60 courses, and each course where a student got an F grade (so, 60 items in
form (course = F)). Table 13.9 presents the Apriori parameter values that we used.
We present the 3-itemset rules because there was no resulting 2-itemset rule.

Table 13.8 2-Itemset rules that contain an F grade on the left-hand side (LHS), on the right-hand
side (RHS), or both

LHS and RHS
Rule no. | Rules Support | Confidence | Lift | Kulc |IR correlation
13 {CS430 =F} = | 0.014 1.000 1.312 | 0.509 | 0.981 | Very imbalanced
{QUR251 = A} case
11 {CS412 =F} = | 0.011 1.000 1.241 | 0.507 | 0.987 | Very imbalanced
{QUR201 = A} case
12 {CS430=F}= | 0.013 |0.917 1.228 | 0.467 | 0.979 | Very imbalanced
{QURI151 = A} case
20 {CS451 =F} = | 0.014 | 0.857 1.148 | 0.438 | 0.974 | Very imbalanced
{QURI151 = A} case
21 {CS451 =F} = | 0.014 |0.857 1.121 | 0.438 | 0.975 | Very imbalanced
{QUR351 = A} case
IR imbalance ratio, Kulc Kulczynski
Table 13.9 Apriori Parameter Value
parameter values Min_supp 0.01
Confidence 0.8

Itemset number | 2, 3,4, and 5

Min_supp  minimum  support
threshold
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Table 13.10 Top five “worth looking at” 3-itemset rules for the failure data set

LHS and RHS
Rule no. | Rules Support | Confidence | Lift | Kulc | IR correlation
18 {CS340 =F, 0.012 | 0.857 8.809 | 0.492 | 0.833 | Very imbalanced
CS471 =F} = case
{CS401 =F})
17 {CS403 =F, 0.010 |0.833 8.564 | 0.470 | 0.854 | Very imbalanced
CS471 =F} = case
{CS401 =F}
29 {CS215 =F, 0.010 |0.833 8.564 | 0.470 | 0.854 | Very imbalanced
CS370 =F} = case
{CS401 =F}
13 {QURI01 =F, 0.010 | 1.000 7.318 1 0.538 1 0.924 | Very imbalanced
STAIll =F} = case
{MATH227 = F}
5 {MATH227 =F, 0.010 | 1.000 7.103 1 0.537 1 0.926 | Very imbalanced
QURI101 =F} = case
{CS344 =F)

IR imbalance ratio, Kulc Kulczynski, LHS left-hand side, RHS right-hand side

The results of the 3-itemset were 43 rules; there was no rule where LHS and
RHS were positively correlated. Table 13.10 shows the top five “worth looking at”
rules (a very imbalanced case). These rules had high confidence values and low
support values. The support values were in the range of 0.01-0.024, which meant
that 1-2.4% of the students achieved grade F in these courses, while the confidence
values in the range of 0.8-1 indicated that these rules were found to be true 80—
100% of the time; in other words, 80-100% of the time that a student achieved
LHS, he or she would achieve RHS too. For example: rule (18) {CS340 = F,
CS471 = F} = {CS401 = F} indicates that 1.2% of the students got an F in
all three courses of CS340 (Artificial Intelligence), CS471 (Database Management
Systems), and CS401 (Computational Numerical Analysis), and 85% of the times
that a student failed in CS340 and CS471, he or she would fail in CS401 too.

13.4 Conclusion

In this chapter, we have reviewed some of the literature that has used data-mining
(DM) techniques (such as classification and association rule mining) in education
for exploring patterns and extracting knowledge. We conducted experiments to
extract and mine interesting rules from data on undergraduate Computer Science
(CS) students, using the Apriori algorithm, and we presented the settings of these
experiments and some of the results. We answered the questions of the research
and we used lift, Kulczynski (Kulc), and the imbalance ratio (IR) to measure the
interestingness of rules, along with their support and confidence. We explained how
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we preprocessed the data and how we set the values for minimum support, minimum
confidence, Kulc, and IR. Our results showed correlation between some courses
when students obtained A and F grades. Other grades (B, C, and D) did not show
correlation between courses in the 2-itemset rules. In addition, they showed that
most of the interesting rules had support higher than 1% and confidence higher than
80%. Therefore, we cannot confirm or deny previous opinions that have associated
some courses with each other, such as associating success in mathematics with
success in programming. We also plan to apply classification algorithms to the
data set.
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Chapter 14 ®
SelecWeb: A Software Tool for Automatic <o
Selection of Web Frameworks

Thaha Muhammed, Rashid Mehmood, Ehab Abozinadah, and Sanaa Sharaf

14.1 Introduction

The software applications revolution has helped the development of many new
distributed and collaborative urban systems [1-16], paving the way for integrated
systems, and hence smart cities and societies, see, e.g., [17] for background on smart
cities and societies.

Web applications and services are fundamental to designing smart infrastructure
and cities. Web frameworks have become an integral part in the development of web
applications and services. A software framework is a scaffold structure inside which
other applications can be developed. A framework comprises libraries, services,
scaffold programs, scaffold codes, interfaces, APIs (application programming inter-
faces), and other components required for application development. A framework
provides the basic building blocks required for the development of application.

A software framework that has been developed particularly for assisting web
application development is called a web application framework. It comprises
necessary components and services required for the construction of feature rich
applications by automating the common web development functions. Most of
the web application development frameworks implement the MVC (model-view—
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controller) design pattern as shown in Fig. 14.1. It also incorporates various services
like versioning using git, svn, or other version management systems and searching.
This helps the application in leveraging the framework services for the production
of quality applications. Web frameworks also provide user interface elements and
powerful ORM (object-relational management).

Web application frameworks promote code reuse and reduce the resource
requirements such as time and effort to build and maintain applications. In recent
years, a plethora of frameworks have been developed with various features. There
is no single all-feature-encompassing framework. Each framework has its own
advantages and disadvantages. Suitability of various web frameworks to various
application domains varies. Programmers may choose from a variety of web
frameworks, and different languages that support them, each with its own strengths
and weaknesses. Organizations work in different application domains and have
diverse priorities and constraints with regard to the development of applications
and services.

In this paper, we propose an automatic tool for selecting a web framework
based on a set of criteria and developer preferences. The set of selection criteria
is developed by us and is a contribution of this paper. The tool is called SelecWeb.
It currently uses analytic hierarchy process (AHP) for comparison, analysis, and
decision-making. We provide a detailed description and analysis of the tool
including a case study for web framework selection.

The rest of the paper is organized as follows: Sect. 14.2 gives a review of
the literature. Section 14.3 introduces the web frameworks that we have been
used in this paper. These are Ruby on Rails, Spring, Django, and Codelgniter.
Section 14.4 discusses the selection criteria including the developer and user criteria.
Section 14.5 explains the evaluation process and discusses evaluation of each of the
selected frameworks. Section 14.6 summarizes the weaknesses and strengths of each

Browser

HTTP Response HTTP Request

Controller

View | _ Result

Model

Fig. 14.1 The MVC architecture for web frameworks
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framework. Section 14.7 provides a case study that uses AHP for selecting the best
framework satisfying requirements of a given application. Section 14.8 concludes
the paper along with some design ideas on future extension of the tool using machine
learning.

14.2 Literature Survey

Many researchers have evaluated single frameworks in isolation. Numerous works
evaluate primary technologies for web applications such as HTMLS5 [18]. Analysis
of web framework application development often evaluates a single web framework,
but do not compare it to competing ones. Bachle and Ritscher [19] analyzed
and benchmarked Rails. Arthur and Azadegan [20] assessed Spring, a Java-based
framework. The researchers evaluate the framework and do not compare it to other
competing frameworks. These works mainly list out the features and capabilities of
the framework. Matt [21] compares various Java-based frameworks such as Spring,
Wicket, Grails, Play, and JRuby. A comparison of Eucalyptus, Apache Hadoop,
and the Django—Python stack can also be found [22]. These comparisons deal with
frameworks based on the same language. Smutny [23] briefly compares selected
web-based mobile frameworks. However, he does not propose a set of criteria
for doing so. Henning et al. make a comparison of four mobile web frameworks
[24], where they compare HTMLS5, Sencha Touch, Google Web Toolkit, M-Project,
jQtouch, and jQuery. Here, the comparison is based on a set of criteria developed
by the researchers. We can reach a conclusion that most of the comparisons lack the
backing of scientific criteria.

14.3 Web Frameworks

This section examines the web application framework and introduces four frame-
works that will be analyzed in Sect. 14.5.

14.3.1 General

A web framework is a collection of packages and modules that helps web developers
to write web applications, web services, and dynamic websites without worrying
about low-level details [25]. Frameworks ease the overhead associated with com-
mon web development activities. Many frameworks provide libraries for database
access, provide support for a number of activities such as interpreting requests,
templating frameworks, producing responses, manage sessions, and they promote
code reuse often [26].
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Many of the major frameworks such as Rails, Django, and Spring are server-side
technologies but in the recent years due to advancements in client-side technology
such as node.js and CoffeeScript, browsers can be used as a full blown framework
stack.

World Wide Web in its infancy used static pages hand coded in HTML which
were hosted on web servers. Any alteration to the website required explicit changes
from the developers [25]. In earlier days, Common Gateway Interface [25] was used
to serve web pages to the web browser. In CGI, we had to program each and every
detail of the connection. Each request that arrives at CGI creates a new thread. As
the number of requests increases, the number of threads also increases, which might
crash the server. New languages for web development like PHP emerged around
same time.

Most of these web languages used a spaghetti styled coding where everything
starting from HTML views, database access, and other low-level details such as
protocols, thread management, and socket management had to be hand coded [26].
These required various libraries that usually did not come with the language and had
to be compiled by the developer.

Later on, came frameworks that constitute necessary components and services
required for the construction of feature affluent and erudite systems. For instance,
Ruby on Rails, Django, Symfony, Zend, CakePHP, Codelgnitor, Spring, Grails, etc.,
are some web frameworks.

14.3.2 Ruby on Rails

Rails is a web framework written in Ruby by David Heinemeier Hansson [27]. He
derived it from Basecamp, formerly Signal37, a project management tool. Rails
increases the productivity of the developer by reducing the line of codes to achieve
the end result. It accomplishes more in the least number of lines as compared to other
languages such as PHP. Rails is based mainly on two principals: convention over
configuration and DRY (don’t repeat yourselves). It has an MVC (model-view—
controller) architecture. Rails presumes that there is a perfect way to code, and sets
these as conventions to be followed while coding in Rails. This results in higher
productivity as configuring each and every minute configuration of the application
is not required. The second principle called DRY (don’t repeat yourselves) states
every unique function should only have a single piece of code that accomplishes
the task. This results in a more maintainable and less buggy code. Rails is released
under the MIT License. It was released in the year 2003. Twitter and Github are the
two major websites created with Rails.
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14.3.3 Django

Django is a python based free open-source web application framework that was
created by Adrian Holovaty and Simon Willison. Currently, it is maintained by an
organization called Django Software Foundation. Django has many similarities to
Ruby on Rails. Django has an MVC architecture. A cardinal advantage of such a
concept is that components are loosely coupled which implies that a database archi-
tect’s work will not depend on the programmer’s or the designer’s work. All three
can work independently. Amazon.com, craigslist.org, and washingtonpost.com are
some of the major applications built with Django. Django is licensed under the BSD
License.

14.3.4 Spring

Spring is a web framework which is also called the father of frameworks, due
to the fact that it provides scaffold to other Java-based frameworks. Some of the
major frameworks that receive support from Spring are Hibernate, EJB, Struts,
JSF, etc. [28]. In 2003, Rod Johnson created Spring. Spring is a Java-based
framework helpful in creating Java Enterprise applications. Spring combines various
components. It is highly valuable when you might want to use different components
or various combinations of components in different environments with various con-
figurations. Spring is a framework based on a pattern called dependency injection,
which is issued to build highly decoupled systems [28, 29]. Spring consists of an
MVC framework, validation framework, and transactional control of databases. It
segregates service layer, business layer, and web layer. But what it really does best is
injection of objects. In dependency injection [30], the objects are designed such that
they receive instances of objects externally from other sources, instead of creating
them inside the actual code. This improves decoupling and simplifies testing.

14.3.5 Codelgniter

Codelgniter [28] is a web-based framework for building dynamic websites based
on PHP [28]. It was created by Rick Ellis in 2006, from ExpressionEngine, a CMS
(content management system) owned by Ellislab in 2006. In 2014, the ownership of
Codelgniter was transferred to the British Columbia Institute of Technology, which
inculcated it in their core syllabus. Codelgniter is a lightweight, fast framework
with a minimal footprint that helps in rapid application development. PHP’s creator
Rasmus Lerdorf, an outspoken critic of frameworks, praised Codelgniter due to its
speed and light weightlessness. It’s loosely based on MVC architecture. It does not
enforce the MVC pattern upon the developers. Controllers are necessary for the
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Fig. 14.2 Analytic hierarchy process

development, but models and views are optional, unlike other frameworks such as
Rails and Django that enforce MVC strictly. It is a lean MVC framework, with
enough capabilities to increase your productivity, at the same time providing third-
party modules for extra functionality. The source code of CI is available online at
Github [28]. Earlier, CI versions had an Apache-BSD open-source license. Later it
was switched to the MIT License.

14.4 Selection Criteria

Web framework selection is an optimization problem [24] because we need to
maximize the goals of the organization. We can measure complex requirement
criteria by dividing them into sub-criteria and can use functions such as analytic
hierarchy process [31] to evaluate final decision criteria as shown in Fig. 14.2.
If the decision process is broken down into smaller manageable components, it
results in an improved decision-making. Each of these criteria can be given a
weight, according to the goals of an organization. Evaluating frameworks based
on a single criterion is difficult and a vague measure. Hence, we need to develop a
set of criteria, for the purpose of evaluation of frameworks. The overall goal of the
decision criteria is to allow an organization to select an optimal framework based on
their requirements. Hence, we divide the criteria into two, first from a developers’
viewpoint, in terms of usability and second, from the users’ viewpoint. A users’
viewpoint and their experience with the application is of paramount importance.
From developers’ viewpoint, we consider the experience and decisions of the
developer, such as licensing and cost. Criteria can be classified in two categories:
qualitative and binary. Binary criteria are criteria that can be answered using either
using yes or no. It examines whether a feature is available in the framework.
Qualitative criteria deals with the quality of the framework. Qualitative criteria are
extremely useful for decision making. Hence this article will deal with qualitative
criteria.
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14.4.1 Developer Criteria

From the viewpoint of the developer we consider the following criteria.

License and Cost Various companies have different policies regarding the license
of the components and applications they use. Therefore, we need to consider the
cost of licensing an application based on the web frameworks. Open-source licenses
such as Apache [32] and MIT [33] can be considered as ideal cases, whereas
complications can arise from the use of Copyleft licenses [34] such as GNU [35].

Learning Effort Effort and time are required to learn and comprehend a new web
framework. This criterion examines the extent up to which the framework follows
the general conventions, the intuitiveness of the framework, resemblance to other
programming frameworks, and ease of learning. This also considers the effort and
time required to master the framework.

Developing Effort The development effort is proportional to the cost of the
development. Even though, requirement phase is independent of the framework
used, it does influence the implementation. Development effort comprises of time
required for the implementation of applications with the framework. Ease of reuse,
good tool support, and an IDE with a graphical user interface are good indicators
towards development effort.

Long-Term Viability Selection of a framework for development is a significant
investment as all the applications developed by the organization will be tied to
the framework. Due to rapidly changing technology the web frameworks require
frequent updating. A framework with a robust team of developers commercially
backed by organizations has greater potential to thrive. Popularity and frequent
updates are two other indicators that imply long-term feasibility.

Documentation and Support Good documentation and support increase the speed
of mastering the framework. A good quality documentation provides exceptional
tutorials and references. Textbooks can be the starting point for popular frame-
works. Forums and community provide extra assistance that helps the developer
tremendously.

Adaptability Due to the evolution of the technology it may be necessary to
modify the framework with extra functionality. This will be easier if the framework
provides a module plugin mechanism. This criterion also evaluates the efficacy and
availability.

Maintainability The code has to be maintainable. The source code has to be
comprehensible and reusable. Modularity and decoupling of the components in
framework increase the maintainability. These are the major indicators for main-
tainability.
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14.4.2 User Criteria

From the viewpoint of the user, we can consider the following criteria.

Inherent Look and Feel The acceptance of a web application by a user mainly
depends upon the look and feel of the application. Different frameworks provide
various themes and feel. A framework should be able to provide a platform-specific
theme. We see how the theme provided by the frameworks resembles the native look
and feel unless the framework provides means to modify its user interface elements.

Load Time The web application has to be fast and load even on unstable and slow
networks. The load time depends upon the complexity of the web framework. The
web frameworks can use asynchronous JavaScript or cache the commonly used
pages to increase the load speed. This criteria measures the load speed of a page
for web frameworks.

Runtime Performance The total runtime performance of the application after
loading is important. The dynamic page should respond quickly to user interaction.
The user interface elements should react without any lag. The animations have to
be smooth. These indicators create an impression on the user about the frameworks
performance.

14.5 Evaluation

In this section we present the results of our evaluation. We provide the result of each
framework in the following subsections, respectively. Table 14.1 gives the summary
of the evaluation.

Table 14.1 The evaluation summary of the web frameworks against criterion

Criterion Ruby on Rails Django Spring Codelgniter
License and cost 1 1 1
Long-term viability 1 1 1 3
Documentation and support 1 1 1 4
Learning success 1 1 3 3
Development effort 2 2 4 3
Modifiability 3 2 2 3
Maintainability 2 2 2 3
User interface 5 5 2 4
Look and feel 4 5 5 5
Load-time performance 3 3 5 1
Run-time performance 2 3 4 1
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14.5.1 Evaluation Process

The evaluation process was divided into two phases. In the first phase data and
information were collected about the framework to get an initial impression. Online
documentations, manuals, and forums were utilized to achieve this. Criteria such
as cost and license were assessed in this manner. In the second phase a prototype
application, a To-do list, was developed using all the frameworks being tested. Based
on this experience, a reviewer rated the frameworks on a scale from 1, excellent, to 6,
inferior, for each criterion. In case where the framework selection needs to be done
automatically, this information can be automatically acquired and inferred through,
for example, crowd-sourcing process, or machine learning (training and prediction
or decision-making). The summary of the evaluation can be seen in Table 14.1. Web
framework selection is an optimization problem [24] because we need to maximize
the goals of the organization. We can measure complex requirement criteria by
dividing them into sub-criteria and can use functions such as analytic hierarchy
process [31] to evaluate final decision criteria. If the decision process is broken
down into smaller manageable components, it results in an improved decision-
making. Each of these criteria can be given a weight, according to the goals of
an organization. Evaluating frameworks based on a single criterion is difficult and
a vague measure. Hence, we need to develop a set of criteria, for the purpose of
evaluation of frameworks. The overall goal of the decision criteria is to allow an
organization to select an optimal framework based on their requirements. Hence, we
divide the criteria into two, first from a developers’ viewpoint, in terms of usability
and second, from the users’ viewpoint. A users’ viewpoint and their experience
with the application is of paramount importance. From developers’ viewpoint, we
consider the experience and decisions of the developer, such as licensing and cost.
Criteria can be classified in two categories: qualitative and binary. Binary criteria
are criteria that can be answered using either using yes or no. It examines whether
a feature is available in the framework. Qualitative criteria deals with the quality of
the framework. Qualitative criteria are extremely useful for decision-making. Hence
this article will deal with qualitative criteria.

14.5.2 Ruby on Rails

Ruby on Rails is released under MIT License, which backs both closed- and open-
source projects. It is currently hosted on Github. There is no cost for extra support
or other developmental tools. Hence, grade 1 for license and cost. Rails is still in
active development and releases new versions and updates frequently. RoR is used
by many notable firms such as Twitter, Shopify, and SoundCloud. Rails recently
released version 4.2. These positive trends predict a good performance in near future
in terms of long-term feasibility. Hence, rank 1.
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The documentation provides detailed instructions and tutorial about all available
features with detailed examples. Many popular textbooks, articles, and tutorials
exist. Forums and stack overflow provides support for Rails. Hence, documentation
and support is also evaluated to 1. RoR can easily be learned due to good quality of
documentation. It is a highly intuitive language with a highly intuitive syntax, which
is very near to the natural language. No extra concepts are required to learn Rails.
Hence, we can rank it 1.

Static and dynamic applications can be developed quite easily. Most of the
database side code is generated by the scaffold generator. MVC model makes it
easier to code. There are many third-party IDEs, even though one is not required.
One of the major IDEs is RubyMine from JetBrains. It provides various advanced
functionality such as internationalization. It speeds up the development of web
application rapidly. Hence, we can provide development effort a grade of very
good (2).

Rails is highly modular in nature. It uses third-party plugins called as gems.
Any functionality can be added to Rails using third-party gems. As these gems are
third party, they are not well documented and hence causes difficulty in extending
the software. Hence, extensibility is satisfactory (3). Rails is written using Ruby.
An application can be separated to various components in Rails. Since it is based
on conventions rather than configuration, Rails is easier to maintain. Therefore,
maintainability is very good (2).

Rails by itself does not provide any user interface elements, other than the one
supported by HTML, which is not visually appealing. You have to use third-party
themes such as Bootstrap or Foundation to provide themes to various UI interfaces.
Hence Ul elements get a grade of not well fulfilled (5). Rails by default not provide
a native look and feel. It will not change from platform-to-platform. Hence it gets
a rating of satisfactory (4). The load time of the Rails application depends upon
the number of jQuery scripts and CSS classes being loaded. If the pages are highly
dynamic, then the performance slightly decreases. This can be alleviated by using
minified jQuery. It runs animation fluently once loaded. The performance after
loading is excellent. Hence, the load-time performance is satisfactory (3) and the
runtime performance is very good (2).

14.5.3 Django

Django uses the 3-clause BSD License also known as modified or revised BSD
License which supports both open-source and closed-source development (1).
Django is maintained and developed by a non-profit organization called Django
Software Foundation. Many major organizations such as Instagram, Mozilla, and
Bitbucket use Django for their web application. One of the major goals of the
organization is the long-term viability of Django framework. Django is actively
developed and frequently released with new updates and bug fixes due to which
the Django can be predicted to have a solid future (1).
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The Django website provides a good documentation on all of its features along
with a separate tutorials for beginners, intermediate, and advanced developers. It
provides a good elucidation on all of the APIs provided Django. Thus, Django has
an excellent documentation (1). Since Python is based on Python developers will
have to learn Python to code, to code in Django. But Python is a simple language to
master. But good documentation paves an easy path for learning (1). It has a good
code scaffold that does a lot of code scaffolding that reduces the number of lines
to be written. Database transactions are automatically handled by an ORM. But
the visual elements including CSS and JavaScript has to be coded separately. As a
result, the development effort is nearly minimal in Django (2). Django is modular in
structure. You can add python packages to Django to extend the functionality. These
packages are developed by third-party developers and is hosted at PyPi. Django
has pretty straightforward code due to the simplicity of python. Therefore, Django
has a very good extensibility (2). Due to modular design and comprehensible code,
Django is maintainable (2).

Django doesn’t come with any template engine or user interface elements. We
need to use third part party templates or custom CSS to provide it exceptional looks.
Hence, the look and feel of Django can be rated as poor (5). Moreover, it does
not support native look and feel, which would require higher customization using
CSS (5). Django is a big framework with a size of 7.5 MB. Applications built with
Django tend to be large in size. It provides an extra admin panel which provides a
complete control of your application. Django loaded pretty fast (2) and had a very
good runtime (2).

14.5.4 Codelgniter

Codelgniter is licensed under MIT License which supports both open- source
and closed-source software. Earlier it was licensed under Apache/BSD-style open-
source license. Due to GPL, incompatibility of the license was shifted to MIT
License (1). It is currently maintained and developed by students of the British
Columbia University. Hence licensing of Codelgniter is excellent, but since it is
developed in an academic environment without any commercial support its future is
not very bright (3).

The documentation of Codelgniter provides basic coverage of all features and a
small tutorial. Initial learning curve is small but later on it becomes quite difficult
to master complex development scenarios. The online help is not advanced. There
are third-party tutorials and books for mastering Codelgniter. Hence for long-
term feasibility it is satisfactory (4) and documentation and support is average
(3). Codelgniter is based on PHP. It is based on MVC framework. It is easy for
the beginners to get started. But mastering requires quite an effort (3). Various
integrated development environments are available for the development of PHP such
as Zend, NetBeans, and Eclipse. Development effort is low for a simple project, but
it becomes harder for complex projects, but it doesn’t require any configuration. It
is a zero configuration framework. Hence, the net development effort is average (3).
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When the project becomes large and complex it becomes difficult to maintain and
extend the application mainly due to the fact that PHP consists of spaghetti code.
But simple plugins can be added to most of the simple functionalities. Hence, the
extensibility is average (3). Maintainability of large and complex applications is
going to be a problem. Hence, the maintainability is average (3).

Codelgniter doesn’t provide any user interface elements. It uses the normal
elements provided by HTML. Any further modification requires third-party themes
that are available as modules. We can use CSS to liven up the application but it
requires greater development effort (4). Moreover, it doesn’t provide native look
and feel. Its look and feel is independent of the platform (5). Codelgniter is the
smallest framework of all the frameworks considered in this test. It just has a size of
2.5 MB. It has a minimal footprint and hence it has fastest loading time (1). Runtime
performance is excellent for Codelgniter (1).

14.5.5 Spring

Spring is licensed under Apache 2.0. Apache 2.0 is a copyright license that is
compatible with both open source and closed source, so the license criterion has
been fulfilled (1). The Spring software is a huge framework made for enterprises and
is usually considered as an alternative for Java Bean. It is currently maintained by
Pivotal Software which is a large enterprise that creates software such as VMware.
Major release rolls out every year with new features and fixes. Since it is supported
by a large corporation, and the code is open source, it has a very strong solid future
with high potential (1).

Spring has very detailed and long documentation of all its features. Since it is
an enterprise based MVC framework, it has a lot of documentation that needs to
be learned. There are online resources and tutorials available. Hence, it provides
excellent documentation and support (1). Since it is an enterprise framework, the
learning curve for Spring framework is quite high. You will need to be familiar with
various APIs and its documentation. It introduces you to some new concepts that
are different from normal programming paradigm. We have to learn new concepts
such as dependency injection, Java servlets, and JSP, each of which is huge. Spring
framework itself consists of a number of modules. Hence, the learning effort is quite
high for Spring framework (5). The time taken to develop is also quite high. Spring
is not suitable for the development of a small scale application. The development
time will span up to more than a year using Spring framework. The number of lines
of code required to achieve a certain functionality is much more in Java. As a result,
the development time for Spring framework is higher than other frameworks (5).

Java code is divided into classes and packages. Since Spring uses Java it is mostly
extensible. You can easily add new classes to Spring framework. But the integration
to the framework is not quite easy (3). It is much more difficult to maintain a Spring
application due to the complexity involved. As a result, the maintainability of Spring
is satisfactory (4). Spring framework provides swing based user interface elements.
These elements do not provide native look and feel of the environment. Since Java
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is platform independent, the look and feel of the Spring framework is also platform
independent. Third-party themes can be used to enhance the visual impact of the
applications being developed, CSS and JavaScript. Hence the native look and feel is
also satisfactory in Spring framework (5).

Spring MVC has a whopping size of 16 MB, therefore, is a heavy and complex
framework with many components. This tends to reflect in its load time. As Java is
heavy, clunky, and slow, Spring inherits these qualities from Java and tends to be
slower than the other tested frameworks (5). The runtime performance of Spring is
also poor. Since Spring uses Java servlets to run and serve web pages, its run-time
performance is also slower (4).

14.6 Discussion

In this section, we summarize the weaknesses and strengths of each web framework.
We will discuss scenarios and the scenarios in which different frameworks are
suitable. Figure 14.3 illustrates the summary of our ranking for the analytical
hierarchal process.

Run Time Performance

Modifiability
Maintainability

Look and Feel
Long-Term Viability
Load Time Performance
License and Cost

Learning Success

Documentation and Support

Development Effort

RoR Django Spring Codelgniter

1 2 3 4 5

Fig. 14.3 Ranking of web frameworks against criterion on a scale of five
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Ruby on Rails is a framework that is suitable for rapid application development.
It is a popular software used by startup companies to develop web application due
to ease of use and rapid development. Rails concentrates more on the business
layer of application development. It provides advanced ORM functionalities. It
would have been better if the user interface for Rails was defaulted to bootstrap.
A Larger organization with huge applications will have to migrate if the total users
and connections increase.

Django could also get some touch up on the UI front. The difference between
ROR and Django boils down to the programming languages being used. Other than
that, it is almost equivalent. Familiarity with Python or Ruby would be the decider
in such scenarios.

Codelgniter is written in PHP. PHP normally has an unsavory reputation of
being spaghetti in style. But they produce ultra-fast, highly minimal applications
with a minimal footprint. Codelgniter can be used to develop applications that
require faster response as it has an excellent loading time. It is suitable for smaller
application. For larger application, it induces complexity and becomes an overhead.

Spring is an enterprise level framework that can handle data-intensive applica-
tion. It is not suitable for developing a small application. For smaller applications it
increases the development time and the complexity of the code, which degrades the
performance of the smaller application, whereas for the larger enterprise solution,
it is the best solution as it can handle data-intensive tasks and does handle heavy
traffic and sizable connections without crashing the web server.

We have summarized the plus point and negatives of various scenarios, where
the frameworks discussed can be used. We should have a weight for different
criteria depending upon the requirements of the applications. Table 14.2 is from
where you have to begin from where you can use additive principals to select an
appropriate framework. In summary, if the web application is small and needs to be

Table 14.2 Results of the WebSelec for the example scenario showing the maximum and
minimum for each criterion

Weight | Codelgniter | Ruby on Rails | Django | Spring

Select framework 100.00 | 38.79 26.23 20.38 14.60
Load-time performance 26.69 | 18.46 3.58 3.58 1.08
Real-time performance 24.16 | 12.95 6.68 2.99 1.55
Development effort 7.75 0.77 3.05 3.05 0.87
Long-term viability 7.35 0.46 2.30 2.30 2.30
Look and feel 6.78 1.13 3.39 1.13 1.13
Maintainability 6.29 0.90 1.80 1.80 1.80
License and cost 5.76 1.44 1.44 1.44 1.44
Documentation and support 5.29 0.24 1.68 1.68 1.68
Learning success 4.34 0.54 1.63 1.63 0.54
Modifiability 3.41 1.15 0.54 0.64 1.08

User interface 2.17 0.74 0.15 0.15 1.13
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developed faster, then you have the option to select ROR or Django, depending
upon the preferred programming languages. If the application is required to be
fast, then Codelgniter is a good option. If the application is being developed for
a large organization with large development time frame, then Spring is a suitable
framework.

14.7 Example Scenario

In this section, we discuss an example scenario wherein we use our SelecWeb
tool for the selection of the best web framework that satisfies the requirements
of an example application. The following were the selected requirements for the
application in decreasing order of priority:

1. Load-time performance of the web application
2. Real-time performance of the web application
3. Modifiability of the application

4. User interface of the web application

Requirements such as look and feel, development effort, maintenance, and docu-
mentation were deemed as negligible or of lower priority. With these requirements,
we use the SelecWeb tool to select the best format. The results of the SelecWeb tool
are given in Fig. 14.4 and Table 14.2.

Ruby on

Weight Codelgniter Rails Django Spring Inconsistency

Select Framework 100.0% (NSEEN 262%) (204% 14.6% 0256%
Load-Time Performance 26.7% 18.5% 36% 36% 11% 9.0%
Real-Time Performance 24.2% 12.9% 6.7% 3.0% 1.5% 0.8%
Developement Effort 7.7% 0.8% 3.1% 3.1% 0.9% 7.0%
Long-Term Viability 7.3% 0.5% 2.3% 2.3% 23% 0.0%
Look and Feel 6.8% 1.1% 3.4% 1.1% 1.1% 0.0%
Maintainability 6.3% 0.9% 1.8% 1.8% 1.8% 0.0%
License and Cost 5.8% 1.4% 1.4% 1.4% 1.4% 0.0%
Documentation and Support 5.3% 0.2% 1.7% 1.7% 1.7% 0.0%
Learning Success 4.3% 0.5% 1.6% 1.6% 0.5% 0.0%
Modifiability 3.4% 1.2% 0.5% 0.6% 1.1% 027.4%
User Interface 22% 0.7% 0.1% 0.1% 1.1% 910.1%

Fig. 14.4 The results of the WebSelec for the example scenario
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In Fig. 14.4, Weight indicates the weight of each requirement that has contributed
in the selection of appropriate web framework. We observe that with the given
requirements AHP has given a higher score to Codelgniter (38.8%), followed by
Ruby on Rails (38.8%), and Django (38.8%). Higher score indicates a higher
achievement of the provided requirements. Hence, with a higher score from our
analysis using WebSelec, it is much more feasible to develop the web application
using Codelgniter for the achievement of the requirements. The bold, red values
in Table 14.2 indicate the requirements with higher score and bold, blue colored
values indicate the lowest score for a given requirement. Requirements such as load-
time performance, real-time performance, and modifiability have higher weights for
Codelgniter (18.46% and 12.95%, respectively) as compared to other frameworks,
whereas the requirements we assigned least priority such as development effort,
long-term viability, maintainability, and documentation and support are lowest in
Codelgniter.

This example clearly illustrates the feasibility and utility of the Analytic Hierar-
chal Process for selecting a web application framework with multiple requirements
or decision makers.

14.8 Conclusion

In this paper, we proposed SelecWeb, an automatic tool for selecting a web
framework based on a set of criteria and developer preferences. We presented an
analysis of web development framework. A set of criteria was derived, based on
application requirements. The set of criteria was used to test and evaluate the web
application frameworks. Ruby on Rails, Django, Codelgniter, and Spring were the
web application frameworks that were tested. Each framework was tested by the
authors. The assessment and evaluation are valid for the near future but might
change as the quality of technology varies. Hence the accuracy of the information is
not guaranteed for longer time frame but the methodology and general information
provided will remain applicable. Using a case study, we demonstrated the use of the
SelecWeb tool to select the best web framework that satisfies the requirements of a
given application.

Future work will focus on the security evaluation and detailed performance
assessment of the web development frameworks. Moreover, the current develop-
ment of the tool is based on the AHP method. In the future, we plan to use
machine learning techniques to automatically predict the best web development
framework for developers and users. The rankings of the web frameworks, based
on the discussed criteria (license and cost, long-term viability, etc.), can be used
to train a machine learning based model. The trained model will be able to
automatically select the best framework based on the given preferences of the users
and developers.
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On Performance of Commodity Single oo
Board Computer-Based Clusters: A Big

Data Perspective

Basit Qureshi and Anis Koubaa

15.1 Introduction

Big data technologies are becoming ever more popular and are currently a focus
of both science and industry. The amount of data generated by scientific as well
as business applications has increased manifolds in the last few years. A key
framework for processing large datasets is the MapReduce framework which allows
data to be divided into fixed-size chunks that are processed in parallel on the cloud
infrastructure. Several open source MapReduce frameworks have been developed in
the last years with the most popular one being Hadoop. Hadoop has been deployed
on physical servers across data centers around the globe and continues to provide
the realization of on-demand resource availability, scalability with reliability for big
data analyses. Figure 15.1 shows the coupling of various technologies for big data
analysis in cloud computing infrastructure.

A leading motivation for cloud computing is the reduction of installation and
operational cost for small businesses and enterprises. On the other hand, it is
immensely important for students in universities to be exposed to real cloud
computing infrastructure. Indeed, universities and academic institutions need to
provide hands-on experience in this area, which means that universities need
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to provide access to a suitable cloud computing infrastructure that can be used
for experimentation, research, and teaching. Setting up cloud infrastructure in
universities could be a very costly endeavor [24]. Although most universities do
not reveal the actual costs of setting up and running the infrastructure, the cost of
Ukko Cloud Computing Cluster with 240 Dell PowerEdge M610 nodes, each with
32 GB of RAM and 2 Intel Xeon E5540 2.53 GHz quad-core CPUs at University of
Helsinki Finland was reported to be over 1 million Euros [13]. Expedient, a private
cloud data center construction organization for small businesses, estimates the cost
of installation of a tier III data center with ten racks to be upwards of 1 million US
Dollars [12].

In order to build a low-cost effective cloud computing cluster with low energy
consumption requirements resulting in near-zero carbon footprint, researchers have
investigated the use of SBCs. Indeed, an SBC is a complete computer built on
a single circuit board that incorporates a microprocessor(s), memory, I/O as well
as multitude of other features required by a functional computer [3]. Typically, an
SBC is ideally priced at (35-80 US$), with power requirements set to be as low as
2.5 W and designed in small form factors comparable to a credit card or pocket
size. These computers are portable and are capable of running a wide range of
platforms including Linux distributions, Unix, Microsoft Windows, Android, etc.
A cluster of single board computers has very limited resources and cannot compete
with the performance of higher value systems. But despite these drawbacks, useful
application scenarios exist, where clusters of single board computers are a promising
option. This applies in particular to small- and medium-sized enterprises as well
as for academic purposes like student projects or research projects with limited
financial resources.

The Beowulf cluster created at Boise State University [7] was perhaps the earliest
attempt at creating a cluster consisting of multiple nodes of SBCs. This cluster
is composed of 32 Raspberry Pi Model B computers and offers an alternative in
case if the main cluster is unavailable. The Bolzano Raspberry Pi cloud cluster
experiment implemented a 300 node Pi cluster [8]. The main goal of this project was
to study the process and challenges of building a Pi cluster on such a large scale.

Sensing Data
uoljeLLIoU|
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The Iridis-Pi project implemented a 64 node Raspberry Pi cluster [9]. Tso et al. [10]
built a small-scale data center consisting of 56 RPi Model B boards. The Glasgow
Raspberry Pi Cloud offers a cloud computing testbed including virtualization
management tools. Whitehorn [11] presented the first ever implementation of a
Hadoop cluster using five Raspberry Pi Model B nodes. In 2016, C. Baun in [14]
presented the design of a cluster geared towards academic research and student
scientific projects building an eight-node Raspberry Pi Model 2B cluster. All
of these works demonstrate constructing a cluster using SBCs at an affordable
cost to researchers and students. However, none of these works provide detailed
performance analysis of computing tasks, memory, storage utilization, and network
throughput. Indeed effective Hadoop deployment depends on efficient utilization of
resources available onboard cluster nodes as well as network traffic management.
The lack of performance evaluation of SBC-based cloud computing clusters as well
as energy efficiency provides motivation for this work.

In this chapter, we present a detailed study on design and deployment of two
SBC-based clusters using Raspberry Pi Model 2 B and HardKernel Odroid Model
Xu-4. The objectives of this study are in three folds: (1) To provide a detailed
analysis of the performance of Raspberry Pi and Odroid XU-4 SBCs in terms of
power consumption, processing/execution time for various tasks, storage read/write
as well as network throughput; (2) To study the viability and cost-effectiveness
of the deployment of SBC-based Hadoop clusters against virtual machine-based
Hadoop clusters deployed on personal computers and (3) To contrast the power
consumption and performance aspects of SBC-based Hadoop clusters for Big Data
Applications in academic research. To this end, three clusters were constructed and
deployed for extensively studying the performance of individual SBCs as well as
a cluster deployment to provide a detailed comparison. Furthermore, Hadoop was
deployed on these clusters to study the performance aspects of the environment
using popular and widely used performance benchmarks. Power consumption, task
execution time, I/O read/write latencies as well as network throughput were studied.
In addition to the above, we provide analysis of energy consumption in the clusters,
the energy efficiency, and cost of operating these clusters. Results from this study
show that it is possible to deploy a cost-effective Hadoop cluster with reasonable
performance for low yield workloads; however for larger workloads, the operation
cost would significantly increase.

The contribution of this chapter is as follows:

* Design and compact layout for two clusters using SBCs are presented in addition
to a PC-based cluster running in the virtual environment. Performance evaluation
of task execution time, storage utilization, network throughput as well as power
consumption are detailed.

e Popular Hadoop benchmark programs such as Pi Computation, Wordcount,
TestDFSIO, TeraGen, and TeraSort are executed on these clusters and results
are compared against a virtual machine-based cluster using workloads of various
sizes.
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The remainder of this chapter is organized as follows. Section 15.2 presents
related works with details on the ARM-based computing platforms used in this
study as well as a review of recent applications of SBCs in high-performance
computing and Hadoop-based environments. Section 15.3 presents the design and
architecture of the RPi, Xu20, and HDM Clusters used in this study. Section 15.4
deals with a comprehensive performance evaluation study of these clusters based
on popular benchmarks. Section 15.5 provides details on the deployment of Hadoop
environment on these clusters with a detailed presentation of performance aspects of
Hadoop benchmarks for the clusters. Section 15.6 provides summary and discussion
followed by conclusions in Sect. 15.7.

15.2 The Single Board Computers

Advanced RISC Machine (ARM) is a family of Reduced Instruction Set Computing
(RISC) architectures for computer processors that are commonly used nowadays
in tablets, phones, game consoles, etc. [4]. The ARM is the most widely used
instruction set architecture in terms of quantity produced [6]. Since October 2011,
the ARM has started to support 64-bit address space and instruction set in the ARM
v8 architecture. Currently, ARM Cortex cores architecture is popular and widely
used in smartphones, single board computers, etc. An SBC is a complete computer
built on a single circuit board. An SBC incorporates a microprocessor(s), memory,
I/O as well as host of other features required by a functional computer. While
keeping the manufacturing costs to the lowest (25-80 USS$), various companies have
developed SBCs in small form factors comparable to a credit card or pocket size.
These computers are capable of running a wide range of platforms including Linux
distributions, Unix, Microsoft Windows, Android, etc. In what follows, we briefly
describe the two popular SBCs using ARM-based CPUs and their features.

The Raspberry Pi Model 2B The Raspberry Pi Foundation [1] developed a
credit card-sized SBC called Raspberry Pi (RPi). This development was aimed at
creating a platform for teaching computer science and relevant technologies at the
school level. Raspberry Pi 2B version was released in February 2015 improving
the previous development platform by increased processor speed, larger onboard
memory size as well as newly added features. Figure 15.2 shows RPi Model 2B.
Table 15.1 summarizes the hardware specifications of RPi Model 2B. Although
the market price, as well as the cost of energy consumption of an RPi, is low,
the computer itself has many limitations in terms of shared compute and memory
resources. Raspberry Pi uses a 32-bit quad-core ARM Cortex A7 processor clocked
at 0.7 GHz with 256 KB L2 cache memory, which is shared with the GPU. While
it is possible to overclock the processor and tune the performance, the results may
reduce the overall lifespan of the computer. For data storage, RPi relies on solid
state flash memory. The SD memory reads and writes in 128 KB blocks of data, i.e.,
even for reading/writing one byte, the entire block of memory needs to be read from
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Fig. 15.2 Raspberry Pi2 B

Table 15.1 Features of Raspberry Pi Model 2B and HardKernel Odroid Xu-4

RPi Model 2B Odroid XU-4
Processor (CPU) | 0.9 GHz quad core ARM | Samsung Exynos5 Octa ARM Cortex-A15
Cortex-A7 (@ 2.0 GHz) and Cortex-A7 (@1.3 GHz)
CPUs
GPU Broadcom Video Core IV | Mali T628 Open GL 3.0
Multimedia Graphics
CO-processor
Onboard RAM 256 KB L2 cache 2 GB LPDDR3 at 933 MHz
1 GB SDRAM at
400 MHz
Ethernet/Network | 10/100 MB Ethernet 10/100/1000 MB Ethernet RJ45 Jack
RJ45 Jack
Storage Micro SD Card Micro SD Card and eMMC 5.0 flash storage
Audio/Video 3.5 mm jack and HDMI HDMI (standard) supports 1080p video
Power 3.2 W (idle) 2.5 W (idle)
Consumption 3.8 W (under load) 4.5 W (under load)
USB Ports 4USB 2.0 1x USB 2.0, 2x USB 3.0
Released February 2015 2015
Price (US$) 35% 79 $

or written to. Furthermore, the lifespan of the SD card is reduced significantly with
very frequent write operations. In summary, the RPi is a very affordable platform
with low cost and low energy consumption [3, 4]. The major drawback is the
compute performance. Recent experiments in distributed computing have shown
that this can be rectified by building a cluster of many RPi computers. Further details
about configuration in the cluster would be provided in the next section.

The Hardkernel Odroid platform ODROID-XU-4 [5] is a newer generation of
single board computers offered by HardKernel. Offering open source support, the
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Fig. 15.3 Hardkernel Odroid
XU-4

board can run various flavors of Linux, including Ubuntu 15.04, Ubuntu MATE,
Android 4.4 Kit Kat, and 5.0 Lollipop. XU-4 uses Samsung Exynos5 Quad-core
ARM Cortex™-A15 Quad 2 GHz and Cortex™-A7 Quad 1.3 GHz CPUs with
2 Gbyte LPDDR3 RAM at 933 MHz. The Mali-T628 MP6 GPU supports OpenGL
3.0 with 1080p resolution via standard HDMI connector. Two USB 3.0 ports, as well
as a USB 2.0 port, allows faster communication with attached devices. The power-
hungry processor demands 4.0 A power supply with power consumption of 2.5 W
(idle) and 4.5 W (under load). By implementing the eMMC 5.0, the ODROID C1
and XU-4 boast improved I/O transfer speeds over Class 10 SD card flash memories.
XU-4 comes with an onboard heat sink as well as a fan. With heavy computation
loads, the temperature can increase resulting in increased power consumption due
to cooling. We noticed that the temperature doubled under increased computation
stress resulting in the constant running of the fan creating excessive noise. Odroid
XU-4 priced at $79 is slightly expensive compared to Raspberry Pi 3B; nevertheless,
the improved processing power although demanding more power provides tradeoff
with improved performance, task execution time as well as better I/O read and write
operations. Table 15.1 shows a summary of Odroid XU-4 SBC (Fig. 15.3).

The low-cost aspect of an SBC makes it attractive for students as well as
researchers in academic environments. As pointed out in the literature, it is possible
to deploy a Hadoop cluster using SBCs such as Raspberry Pi computers. Although
the Raspberry Pi computers are cheap and widely available, the limitations in
terms of processing power, available onboard memory and reliance on SD cards
for external storage with slow I/O operations, yield performance with much to be
desired. Thanks to increased interest in SBCs, newer single board computers with
better design and faster operations speeds are becoming available. It remains to be
seen how the improved SBCs perform when deployed in Hadoop clusters. In this
chapter, we present a detailed study on design and deployment of Hadoop on two
SBC-based clusters using Raspberry Pi Model 2 B as well as HardKernel Odroid
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Fig. 15.4 Network topology diagram for RPi, Xu20, and HDM clusters

Model Xu-4. The Odroid XU-4 is an SBC with the faster processor, larger onboard
memory, and faster I/O storage.

15.3 Design and Architecture of the DM-Clusters

This section presents the architecture and configuration of the clusters deployed in
this experimental study. For the purpose of benchmarking cluster performance as
well as comparatively analyzing their performance, we built three clusters.

The first cluster, called RPi Cluster, is composed of 20 Raspberry Pi Model 2B
Computers connected to a network. The second cluster, called Xu-20, is composed
of 20 Odroid XU-4 devices in the same network topology. The third cluster HDM
is composed of four regular PCs running Ubuntu in the virtual environment using
VMware Workstation [28]. To maintain similarity in network configuration, all the
clusters follow the same star topology with a 24-port Giga-bits-per-second smart
managed switch acting as the core of the network as can be seen in Fig. 15.4. Each
node (RPi, XU-4, or PC) connects a 16-port Ethernet switch that connects to the core
switch. Currently, five nodes connect to each switch allowing further scalability of
the cluster. The master node, as well as the uplink connection to the Internet through
a router, is connected to the core switch. The current design allows easy scalability
with up to 60 nodes connected in the cluster that can be extended up to 300 nodes.
Table 15.2 presents a summary of the cluster characteristics.



356

Table 15.2 Configuration of the DM-Clusters

Master Node

Number of Data
Nodes

Slave Node Device

Data Node Clock
Speed

oS

Storage (GB)
Storage Medium

RPi Cluster

Intel i7 at 3.00 GHZ
64Bit Win 10

20

Raspberry Pi Model 2
B

1000 MHz

Raspbian OS
16 GB
Class 10 SD Card

B. Qureshi and A. Koubaa

Xu20 Cluster

Intel i7 at 3.00 GHZ
64Bit Win 10

20

HardKernel Odroid
Xu-4
2000 MHz

Ubuntu MATE 15 OS
32 GB
eMMC 5.0 module

HDM Cluster

Intel i7 at 3.00 GHZ
64Bit Win 10

4

Intel i7 at 3.00 GHZ
64Bit Win 10

3000 MHz

Ubuntu 14.4 LTE
40 GB

Kingston Solid State
Disk (SSD)

RAM 856 MB (available) 1024 MB (available) 3 GB (available)
Virtual Machine Only Master Node runs All nodes on VM
OS in VM

15.3.1 Components and the Design of the DM-Clusters

Each cluster is composed of a set of components including SBCs, power supplies,
network cables, storage modules, connectors, and cases. Each SBC is carefully
mounted with storage components. All the Raspberry Pi computers are equipped
with 16 GB Class-10 SD cards for primary bootable storage. The Odroid XU-4
devices are equipped with 32 GB eMMCv5.0 modules and can be seen in Fig. 15.3.
All the SBCs are housed in a compact layout racks using M2/M3 spacers, nuts,
and screws. The racks are designed to house 5 SBCs per rack for easy access and
management. Figure 15.5a shows the Raspberry Pi computers organized in racks
with 5 computers per rack, Fig. 15.5b shows the Odroid XU-4 computers organized
in racks with 5 computers per rack.

Currently, each Raspberry Pi computer is individually supplied by the 2.5 A
power supply; each Odroid XU-4 computer is supplied by a 4.0 A power supply that
provides ample power for running each node. All the power supplies are connected
to the Wattsup Pro .net power supply meter for measuring power consumption.
These power meters are then connected to a voltage regulator connected to the main
supply. The Wattsup Pro .net power meter can be seen in Fig. 15.6a.

Each SBC’s network interface is connected to a Cat6e Ethernet cable through the
RJ-45 Ethernet connector. All Ethernet cables connect to the 16-port Cisco switches
which connect to a Gigabit Core switch. An Internet router, as well as the Master
PC running Hadoop namenode, is connected to the network. Figure 15.6b shows the
network connectivity. The HDM Cluster is composed of four PCs all connected in
the same network topology as of the other clusters. Each PC is equipped with an
Intel i7 4th Gen Processor with 3.0 GHz Clock speed, 8 GB RAM, and 120 GB
Solid State Disk Drive for storage. Each PC is equipped with a 400 W power supply
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Fig. 15.5 Hardware installation; (a) The RPi Cluster composed of 20 RPi Model 2B computers;
(b) The Xu20 Cluster composed of 20 Odroid XU-4 computers; (¢) The HDM Cluster composed
of 4 Intel 7, 3.0 GHz PCs

Fig. 15.6 (a) Wattsup Pro .net power meter (b) Cisco Core switch, Cisco Internet Router, and
4 x 16 port switches

and connects to the Ethernet Switch. Figure 15.5¢ shows the HDM Cluster. The
purchase cost of all components of the RPi, Xu20, and HDM Clusters was $1300,
$2700, and $4200, respectively. The Network and Power reading equipment cost is
approximately $450.
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15.3.2 Raspbian and Ubuntu MATE Image Installation

For the RPi Cluster, we built the RPi Image. The Raspbian OS image is based on
Debian that is specifically designed for ARM processors [29]. Using Raspbian OS
for RPi is easy with minimal configuration settings requirements. Each individual
RPi is equipped with a SanDisk Class 10, 16 GB SD card capable of up to 45 MB/s
read as well as up to 10 MB/s write speeds available at a cost of US$15. We created
our own image of the OS which was copied on the SD cards. Additionally, Hadoop
2.6.2 is installed on the Image with Java JDK 7 for ARM platform. When ready,
these SD cards are plugged into the RPi systems and mounted. The Master node is
installed on a regular PC running an Ubuntu 14.4 virtual machine on Windows 10
as the host operating system.

For the Xu20 Cluster, we built another image based on Ubuntu MATE 15.10.
Ubuntu MATE is an open source derivate of the Ubuntu Linux distribution with
MATE desktop. HardKernel provides Ubuntu MATE 15.10 pre-installed on the
Toshiba eMMCv5.0 memory module which is preconfigured for Odroid XU-4
single board computers at a price of US$43. The eMMCv5.0 is capable of reading
and write speeds of 140 MB/s and 40 MB/s, respectively. Apache Hadoop 2.6.2
along with Java JDK 7 for ARM platform was installed on the image. These modules
were inserted into eMMC socket on the Odroid XU-4 boards and connected to the
network. Similar to the RPi Cluster, the Hadoop master node was installed on a
regular PC running Ubuntu 14.4 VM.

The final cluster HDM is composed of four PCs all connected in the same
network topology as of the other clusters. A virtual machine in the VMware
workstation was built to run Hadoop 2.6.2 with Java JDK 7 for 64-bit architecture.
One of the VMs serves as the master node and runs Hadoop namenode only. The
rest of the VM run the data nodes of the cluster.

15.4 Performance Evaluation of DM-Clusters

In this section, we present a performance evaluation study of DM-Clusters in terms
of energy consumption, processing speed, storage read/write, and networking.

15.4.1 Energy Consumption Approximation

Energy consumption in data centers is a major concern for green cloud computing
research. The Greenpeace [26] in 2012 estimated the global energy consumption for
data centers to be over 31 GW. Recently, the NRDA [27] estimated in 2013, in the
USA alone, the data centers consumed 91 billion kiloWatts hours (kWh) of energy,
which is estimated to increase by 141 billion kWh every year until 2020, costing
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Table 15.3 Power consumption of clusters in idle and stress modes with power cost per year

Idle mode Stress mode
Power Power cost Power Power cost
consumption (E) in USD consumption in USD
(W) (E) (W)
RPi CLUSTER 34.1 $14.94 46.4 $20.33
(20 NODES)
XU20 CLUSTER 56.2 $24.63 78.7 $34.49
(20 NODES)
HDM CLUSTER 108.4 $47.51 197.7 $ 86.66
(4 NODES)

Table 15.4 CPU execution time (s) for individual nodes with n threads

CPU execution time with n threads

CPU cores | Clock rate GHz | 1 2 4 8 16
Raspberry Pi2B | 4 1.0 4482 |225.1 |113.8 |113.7 |113.7
Odroid Xu-4 8 2.0 83.3 41.68 | 2533 | 17.66 | 18.02
Intel i7 4th Gen | 4 3.0 8.51 4272 222 2.27 2.23

businesses $13 billion annually in electricity bills and emitting nearly 100 million
metric tons of carbon pollution per year. Resource over-provisioning and energy
non-proportional behavior of today’s servers [25] are two of the most important
reasons for high energy consumption of data centers. On the other hand, use of low-
end computers is increasingly becoming popular due to low cost and low energy
consumption. In this section, we analyze the power consumption of SBCs used in
this study.

The energy consumption for the DM-Clusters was measured using the Wattsup
Pro .net power meters. These meters provide consumption in terms of Watts for
24 h a day and log these values in local memory for accessibility. To estimate the
approximate power consumption over a year, we measured the power consumption
in two modes, Idle mode and stress mode for each DM-Cluster. In idle mode, the
clusters were deployed without any application/task running for a period of 24 h.
In stress mode, the clusters ran a host of computation intensive applications for a
period of 24 h. Observing the logs, the upper-bound wattage usage within a period
of 23 h was taken as power consumption in the idle mode as well as the stress mode.
Table 15.3 shows the power consumption for DM-Clusters in idle and stress modes.

The cost of energy for the cluster is a function of power consumption per year and
the cost of energy per kiloWatts hour [23]. An approximation of energy consumption
cost per year (Cy) can be given by Eq. (15.1) where E is the specific power
consumption for an event for 24 h a day and 365.25 days per year. The approximate
cost for all the clusters computed based on values given in Table 15.4, whereas the
cost per kilowatt-hour (P) is assumed to be 0.05 USS$.
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h d P
Cy= E x 24 % 365252 x —— (15.1)
day year kWh

The Bolzano Experiment [8] reports Raspberry Pi cluster built using Raspberry
Pi Model B (first generation) where each node is consuming 3 W in stress mode. In
RPi Cluster, the Raspberry Pi Model 2B consumes slightly less power with 2.4 W
in stress mode. We observe that this slight difference in power consumption is due
to the improved design of the second-generation Raspberry Pi. The Cardiff Cloud
testbed reported in [30] compared two Intel Xeon-based servers deployed in the data
center with each server consisting of 2 Xeon 5462 CPU (4 cores per processor),
32 GB of main memory, and 1 SATA disk of 2 TB of storage each. The researchers
in this study used similar equipment to measure power consumption as presented
in this study. Their work reports that each server on average consumes 115 W and
268 W power in idle and stress modes, respectively. The power consumption for the
RPi Cluster with 20 nodes is 5 times better compared to a typical server in a cluster.

In a scenario where the RPi Cluster runs an application in stress mode (i.e.,
46.4 W) for the whole year, the cost for power usage is approximately $20.33. For
Xu20 and HDM Clusters, the yearly cost would be $34.49 and $86.66, respectively.
It is clear that using low-cost low-power devices enable a greener computing
environment in terms of energy consumption.

15.4.2 CPU Performance

In this section, we analyze the performance of the DM-Clusters using various
benchmark. The objective of this study is to investigate and compare the processing
speed of the three platforms under consideration to understand their intrinsic
performance.

The benchmark suite Sysbench! was used to measure the CPU performance.
Sysbench provides benchmarking capabilities for Linux and supports testing CPU,
memory, File I/O, mutex performance in clusters. We execute the Sysbench
benchmark? testing each number up to value 10,000 if it is a prime number for
n number of threads [22]. Since each computer has a quad-core processor, we run
the sysbench CPU test for 1, 2, 4, 8, and 16 threads. We measure the performance
of this benchmark test for Raspberry Pi Model 2B, Odroid XU-4 as well as Intel i7
fourth-generation computers used in the three DM-Clusters. Table 15.4 shows the
average CPU execution time for nodes with n threads.

As can be seen from Fig. 15.7, all the tested devices had four cores, the CPU
execution times scale well with the increased number of threads. Sysbench test runs

Thttps://wiki.gentoo.org/wiki/Sysbench
2Using sysbench --test=cpu --cpu-max-prime=10000 --num-threads=n
run


https://wiki.gentoo.org/wiki/Sysbench

15 On Performance of Commodity Single Board Computer-Based Clusters:. . . 361

Sysbench CPU -Max-Prime=10000

1000
® HDM mXU20 RPI

100

. II II II II II
1 2 4 8 16

Number of threads

[y
o

Execution Time (Seconds) Log Scale

Fig. 15.7 Sysbench CPU execution times for SBCs (logarithmic scale)

with n = 2 and n = 4 threads significantly improve the execution times performance
for all processors by 50%. With n = 8 and n = 16 threads, the test results yield
almost similar execution times with little improvement in performance. It can also
be noted from Fig. 15.7 that the execution times for Odroid XU-4 are 10 times better
as compared to Raspberry Pi Model 2B. The increased number of threads does not
provide gain in performance of Odroid XU-4 over Raspberry Pi; furthermore, the
execution time for Raspberry Pi is further extended with larger n. The HDM Cluster
nodes run 4.42 times faster compared to Odroid Xu-4. These results clearly illustrate
the handicap of SBC onboard processors when compared to a typical PC.

The Raspberry Pi Model 2B allows the user to overclock the CPU rate to
1200 MHz, in our experiments with the over-clocked CPU we did not observe
significant improvement using the sysbench benchmark.

15.4.3 Storage Performance

Poor storage read/write performance can be a bottleneck in clusters. Compared to
server machines, an SBC is handicapped in terms of availability of limited storage
options. SBCs are typically restricted to external storage connected through the USB
interface with bootable flash disks or SD cards are primary storage devices. In this
section, we compare the storage performance of the DM-Clusters nodes and analyze
the performance of three different mediums for storage.

The small scale of the SBCs of Odroid Xu-4, as well as Raspberry Pi Model
2B, provides few options for external storage. Both SBC is equipped with SD Card
Memory slots that come with bootable versions of Linux distributions. In addition
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Table 15.5 Read and write throughput (KB/s) for individual devices in the clusters using FIO?*

Read throughput (KB/s) | Write throughput (KB/s)
Buffered | Non-buffered | Buffered | Non-buffered

Raspberry Pi 2B with 16 GB Class 10 | 7135 4518 2701 2537
SanDisk SDCard

Qdroid Xu-4 with 32 GB eMMCv5.0 14,318 13,577 6421 5118
Module

Intel i7 4th Gen with 120 GB SanDisk | 164,521 | 93,608 96,987 62,039
Solid State Disk

dMeasured using fio -name = randread —ioengine = libaio —iodepth = 1 -bs =4 k —size =512 M -
runtime = 240

to the SD Card Memory slot, the Odroid XU-4 is also equipped with eMMCv5.0
connector. Apart from these, both devices are equipped with USB 2.0 interfaces
with Raspberry Pi having 4, XU-4 having only one. The XU-4 is also equipped
with two USB 3.0 ports for faster data transfer. Additional storage devices can be
mounted using these USB ports. The Raspberry Pi’s were equipped with 16 GB
SanDisk Class 10 SD cards, whereas the XU-4 devices were equipped with 32 GB
eMMC memory cards. Both of these memory cards were loaded with bootable
Linux distributions. For comparison purposes, we used 128 GB SanDisk Solid State
Disks on the HDM Cluster machines and used flexible IO (FIO) which is commonly
used to benchmark IO performance of storage in various Linux distributions.

FIO? allows benchmarking of sequential read and write as well as random read
and write with various block sizes. NAND memory is typically organized in pages
and groups with sizes 4, 8, or 16 Kilobytes. Although it is possible for a controller to
overwrite pages, the data cannot be overwritten without having to erase it first. The
typical erase block on SD cards is typically 64 or 128 KB. In newer SD cards, the
small number of erase blocks are combined into larger allocation units or segments
with a size 4 MB. The controllers of the SD cards implement a translation layer
maintaining the mapping and translation of virtual and physical memory addresses.
As a result of these design features, the random read and write performance of
SD cards depends on the erase block, segment size, the number of segments, and
controller cache for address translations.

Table 15.5 shows the comparison of buffered and non-buffered random read and
write from all the three devices with block size 4 KB. FIO was used to measure the
random read and write throughput with eight threads each working with a file of
size 512 MB with a total 4 GB of data. These parameters were set specifically to
avoid buffering and caching in RAM issues which are managed by the underlying
operating systems that can distort the results, i.e., the data size (4 GB) selected
is larger than the onboard RAM available on these devices. As can be seen from
Table 15.5, the read throughput (buffered) of Odroid with eMMC memory is at least
twice as fast as the Class 10 SD card on the Raspberry Pi whereas the non-buffered

3https://www.openhub.net/p/fio
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read is more than three times better. Similarly, for buffered write operations, Odroid
XU-4 with eMMC module throughput is more than twice better when compared
to the Class 10 SD card in Raspberry Pi. Table 15.5 also shows the comparison
of the throughput of the SSD Storage on the PC in the HDM Cluster against the
throughput of these devices. The buffered read throughput for SSD storage is at least
10 times better compared to eMMC module in Odroid XU-4 computers whereas the
buffered write throughput of SSD storage is 15 times better. These experimental
observations clearly imply the benefit of using SSDs with higher throughput when
compared to Class 10 SD cards as well as eMMC v5.0 memory modules. When
deployed in a distributed environment such as Hadoop that requires frequent read
and write operations, the SD cards with slower read/write throughput can increase
the task completion rate. On the other hand, faster memories such as eMMC or SSD
Drives can have a pivotal role in improving performance for the applications.

15.4.4 Network Performance

When data are being processed in a cluster, servers need to transfer data with
a certain amount of network bandwidth for the data to be delivered quickly and
processed efficiently. If the network cannot allocate bandwidth properly, the speed
of delivering and processing data will suffer because of unnecessary network
congestion among many other reasons. Major factors that can have an impact on
data processing and task execution time includes not only the speed of CPU, size of
main memory, the speed of storage I/O, but also the allocation of network resources.
Figure 15.4 shows the network topology for various networking components in
the three clusters. In this section, we provide the comparative analysis of network
performance using network throughput and latency using various payload sizes of
data over the TCP protocol using Linux-based benchmark tools.

The network performance was measured using the popular Linux-based com-
mand line tool iperf v3.13 with the NetPIPE benchmark version 3.7.2. Through
various sets of runs, iperf states the network throughput to be 82—-88 Mbits per sec-
ond for the RPi and XU20 Clusters. NetPIPE [15, 16], on the other hand, provides
more details considering performance aspects for network latency, throughput, etc.
over a range of messages with various payload size in bytes. For this study, we
executed the benchmark within the clusters for various payload sizes over the TCP
end-to-end protocol. The NPtcp, NetPIPE benchmark using TCP protocol, involves
running transmitter and receiver on two nodes in the cluster. In our experimentation,
we executed the receiver on the cluster namenode with 1000 KB as maximum
transmission buffer size for a period of 240 ms. The transmitter was executed on
the individual SBCs one by one.

As can be seen from Fig. 15.8, the network latency for all clusters with small
payload is almost similar. As the payload increases, we observe a slight increase in
network latency between the three clusters. On the other hand, we observe a spike



364 B. Qureshi and A. Koubaa

in throughput at message size 1000 bytes; this indicates that the smaller a message
is, the more is the transfer time dominated by the communication layer overhead.

For larger messages, the communication rate becomes bandwidth limited by a
component in the communication subsystem that may include the data rate at the
network link, utilization of the communication medium at the time, or the traffic
on the network switch. In the context of Hadoop installation in the cluster, the
namenode frequently communicates with data nodes using heartbeat messages with
smaller payloads, whereas the data blocks typically larger than the 128 MB need to
be copied from one data node to another. We present detailed network performance
using Hadoop benchmarks in the next section.

We also note that the throughput at the HDM Cluster is lowest compared to
the other clusters, this is mainly due to the proximity of the HDM Cluster. This
cluster is physically located in a farther area and requires an extra switch to connect
to the namenode of the clusters. The physical proximity and the longer distance
yields degradation in throughput performance for the HDM Cluster. Contrasting the
performance of XU-4 and RPi SBCs, we note the visible difference in throughput
between the two, this is due to the poor overall Ethernet performance of the
Raspberry Pi probably caused by design. On the Raspberry Pi, 10/100 Mbps
Ethernet controller is a component of the LAN9512 controller which contains the
USB 2.0 hub as well as the 10/100 Mbit Ethernet controller. On the other hand, the
Odroid XU-4 is equipped with an onboard Gigabit Ethernet controller which is part
of the RTL8153 controller. The coupling of faster Ethernet port with high-speed
USB 3.0 provides better network performance. Figure 15.8 shows comparatively
the throughput on the Xu20 Cluster is 1.52 times better when compared to the RPi
Cluster.

15.5 Performance of Hadoop Benchmark Tests on Clusters

Apache Hadoop is an open source framework that provides distributed processing
of large amounts of data in a data center. The Hadoop framework scales well for
thousands of machines allowing processing of petabytes of data. It offers high
availability options for detection and recovery from failures in software as well
as hardware thus making it a very reliable distributed ecosystem. Hadoop uses
the map/reduce programming model for big data processing over multiple nodes.
The map/reduce model is composed of two steps, the map step performs filtering
and sorting of data, the reduce step provides further processing of data from
map step usually summarizing the outcomes. Depending on the application, the
map/reduce tasks can be parallelized. Hadoop 2 introduced Yet Another Resource
Negotiator (YARN) as a new resource management layer allowing for better
resource management and monitoring.

On all three clusters, Hadoop version 2.6.2 was installed due to the availability
of YARN daemon which improves the performance of the map/reduce jobs in the
cluster. To optimize the performance of these clusters, yarn-site.xml and Mapred-
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Table 15.6 Properties in

: Property Value
mapred-site.xml
yarn.app.mapreduce.am.resource.mb 852
mapreduce.map.cpu.vcores 1
mapreduce.reduce.cpu.vcores 1
mapreduce.map.memory.mb 852
mapreduce.reduce.memory.mb 852

mapreduce.input.fileinputformat.split.minsize | 8§ MB

Table 15.7 Properties in

> Property Value
YARN-site.xml
yarn.nodemanager.resource.memory-mb 1024
yarn.nodemanager.resource.cpu-vcores 1
yarn.scheduler.minimum-allocation-mb 256
yarn.scheduler.maximum-allocation-mb 852
yarn.scheduler.minimum-allocation-vcores 1
yarn.scheduler.maximum-allocation-vcores 1
yarn.nodemanager.vmem-pmem-ratio 2
Table 15.8 Properties in Property Value

hdfs-site.xml
s-site.xm dfs.replication |2

site.xml were configured with 852 MB of resource size allocation. The primary
reason for this is the limitation in the RPi Model 2B which has 1 GB of onboard
RAM out of which 852 MB is available; the rest is used by the Operating System as
well as the CPU Memory Bus. The default container size on the Hadoop Distributed
File System (HDFS) is 128 MB. Each SBC node was assigned a static IPv4
address based on the configuration and all slave nodes were registered in the Master
node. YARN and HDFS containers and interfaces could be monitored using the
web interface provided by Hadoop. Tables 15.6, 15.7, and 15.8 provide details of
important configuration properties for the Hadoop environment. It must be noted
that maximum memory allocation per container is 852 MB; this is set on purpose so
that the performance of all clusters could be measured and contrasted. Additionally,
the replication factor for HDFS is 2 which means only two copies of each block
would be kept on the file system.

These clusters were tested extensively for performance using Hadoop bench-
marks for Quasi-Random Pi generation and word count applications.

15.5.1 The Pi Computation Benchmark

Hadoop provides its own benchmarks for performance evaluation over multiple
nodes. One of the simplest benchmarks is the computation of the value of 7 using
Quasi-Monte Carlo Method and map/reduce. We execute the compute Pi program
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Table 15.9 CPU execution times for Pi computation benchmark on clusters

Average CPU execution times (s)

Map tasks Samples RPi Cluster Xu20 Cluster HDM Cluster
10 103 98.469 37.37 22.86

10 104 99.13 37.69 20.5

10 10° 97.902 36.97 18.92

10 106 100.629 37.87 25.35

100 103 465.675 49.62 17.84

100 104 461.4 49.7 19.35

100 10° 470.264 49.43 20.12

100 100 486.48 49.89 21.24

that computes exact m binary digits of the mathematical constant 7 using a quasi-
Monte Carlo method and MapReduce. The precision value m is provided at the
command prompt with values ranging from 1 x 103 to 1 x 10° increased at an
interval of 1 x 10!. Each of these is run against a number of map tasks set at 10 and
100. We study the impact of the value of m versus the number of map tasks assigned
and compute the difference in time consumption (execution time) for completion
of these tasks. Each experiment is repeated at least 10 times for significance of
statistical analysis. In this experimentation, the Pi computation benchmark’s goal
is to observe the CPU bound workload of all the three clusters. Table 15.9 shows
average CPU execution times for various runs of the Pi computation program with
10 and 100 map tasks. Figure 15.9a, b show the box-whisker plot with upper and
lower quartiles for each sample set with 10 and 100 map tasks. With 10 maps,
the average execution time for RPi Cluster with 10 + E06 number of samples is
100.8 s, whereas for XU20 and HDM Cluster the average execution time is 38.2 and
25.1 s, respectively. As the number of maps increases to 100, we observe significant
degradation in performance of RPi Cluster with average execution time at 483.7 s
for 10 + EO6 number of samples. Comparatively, the execution times for Xu20 and
HDM Clusters are 50.1 and 21.8 s, respectively. This clearly shows the significant
difference in the computation performance between the RPi Cluster and the Xu20
Cluster. Figure 15.9¢ shows the ratio of performance degradation of RPi and XU20
Clusters compared to HDM Cluster for Pi program CPU execution times with 10
and 100 maps.

15.5.2 The Wordcount Benchmark

The Wordcount program contained in the Hadoop distribution is a popular micro-
benchmark widely used in the community [15]. The Wordcount program is repre-
sentative of a large subset of real-world MapReduce jobs extracting a small amount
of interesting data from a large dataset. The Wordcount program reads text files and
counts how often words occur within the selected text files. Each mapper takes a line
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from a text file as input and breaks it into words. It then emits a key/value pair of the
word and a count value. Each reducer sums the count values for each word and emits
a single key/value pair containing the word itself and the sum that word appears in
the input files. For optimization, the reducer also imitates as a combiner on the map
outputs to reduce the amount of data sent across the network by combining each
word into a single record. In our experimentation, the Wordcount benchmark’s goal
is to observe the CPU bound workload of the three clusters.
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In our experimentation, we generated three large files of sizes 3, 30, and 300
Megabytes, respectively. The Wordcount program was executed in the Hadoop
environment for all the three clusters. Depending on the initial dataset size,
Wordcount generates mappers for every HDFS container associated with the input
files. For the datasets provided Wordcount generated a single mapper, four mappers,
and 36 mappers, respectively. Each experiment was run on the clusters separately at
least 10 times for statistical accuracy. Figure 15.10a shows the performance of CPU
execution time, for the Wordcount benchmark for all clusters against input files sizes
3, 30, and 300 MB, in seconds on a logarithmic scale. Again, RPi Cluster performs
four times worse (Fig. 15.10c) compared to Xu20 Cluster and 12.5 times worse
compared to HDM Cluster due to the relatively slower processor clock speeds,
slower memory read/write, and network latency. The effect of the slower clock speed
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of the processor in the RPi nodes is clearly evident with smaller input file sizes of
3 MB. The average execution times of RPi and XU20 should be comparable since
Wordcount generates only one mapper for each run resulting in a single container
read by the mapper; however, the slower storage throughput with SD cards adds to
the overall latency. With input file size 30 MB, Wordcount generates four mappers
reading four containers from different nodes in the cluster, increasing the degree of
parallelization thus reducing the overall CPU execution time.

Finally, with 300 MB as input file size, we observe execution time performance
correlating with smaller datasets although the increased numbers of mappers should
have improved the overall execution time. This is due to the fact that Wordcount
generated 36 mappers for the job since there are only 19 nodes available (1 reserved
for reducing job) in the Xu20 and RPi Clusters, the rest of the mappers would queue
for the completion of previous mapper jobs resulting in increased overhead and
reduced performance. Figure 15.10b shows the average CPU execution times for
all three clusters with different input file sizes. Furthermore, we observe that the
Wordcount program executing on Xu20 is 2.8 times slower compared to HDM
Cluster for file size 3 MB. For larger file sizes, Xu20 is over five times slower
compared to HDM Cluster. RPi Cluster, on the other hand, performs worse from
12 to 30 times slower compared to the HDM Cluster.

15.6 Discussion

In this chapter, we conducted an extensive study with varying parameters on the
Hadoop cluster deployed using ARM-based single board computers. An overview
of popular ARM-based SBCs Raspberry Pi, as well as HardKernel Odroid XU-
4 SBCs, was presented. The work also detailed the capabilities of these devices
and tested them using popular benchmarking approaches. Details on requirements,
design, and architecture of clusters built using these SBCs were provided. Two SBC
clusters based on RPi and XU-4 devices were constructed in addition to a PC-based
cluster running in the virtual environment. Popular Hadoop benchmark programs
such as Wordcount, TestDFSIO, and TeraSort were tested on these clusters and their
performance results from the benchmarks were presented. This section presents a
discussion of our findings and main lessons learned.

¢ Deployment of Clusters: Using low-cost SBCs is an amicable way of deploying
a Hadoop cluster at a very affordable cost. The low-cost factor would encourage
students to build their own clusters and to learn about installation, configuration,
and operation of a cloud computing testbeds. The cluster also provides a platform
for developers to build applications, test, and deploy in public/private cloud
environments. The small size of the SBCs allows installation of up to 32 nodes in
a single module for a 1 U rack mounting form factor. Further to this, these small
clusters can be packaged for mobility and can be deployed in various emergency
and disaster recovery scenarios.
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* Hadoop configuration optimization: Section 15.4(a) comparison of CPU execu-
tion times using sysbench for both SBCs considered in this chapter. XU-4 devices
in Xu20 Cluster perform better due to higher clock speeds and larger onboard
RAM. Using sysbench we observed that increasing the number of cores in the
CPU intensive benchmark, the execution time decreased. In Hadoop deployment
configuration, we noticed that increasing the number of cores resulted in RPi
Cluster to be irresponsive for heavier workloads. On the other hand, XU-4
boards performed well with an increased number of cores (up to 4). A possible
explanation for this behavior is the Hadoop deployment setting where each core
is assigned 852 MB of memory, additional cores running Hadoop tasks would
have to request virtual memory from the slower SD cards resulting in poor
performance leading to responsiveness. Although RPi devices are equipped with
quad-core processors, due to the poor performing SD cards, it is inadvisable to
use multiple cores for Hadoop deployment.

In Hadoop deployment, not all of the available RAM onboard SBCs was
utilized since we only allow one container to execute in YARN Daemon. The
size of the container was set to 852 MB which is the maximum available onboard
memory in a Raspberry Pi node. This was intentionally done in order to study
the performance correlation with the similar amount of resources in both kinds
of SBCs. In further experimentation, we notice that XU-4 devices are capable
of handling up to four containers in each core at a time, resulting in better
performance. We will further investigate the performance of all cores on the
SBCs using Hadoop deployment of larger replication factors and a large number
of YARN containers executing per node. On the HDM Cluster running Hadoop
environment in a virtual machine, we note that higher replication factors resulted
in a large number of errors due to replication overheads resulting in Hadoop
stuck in an unrecoverable state. The SD cards are slow and the storage provided
per node in the cluster is distributed over the network degrading the overall
performance of the cluster. Raspberry Pi with slower network port at speeds
10/100 Mbps also poses a considerable degradation in network performance.

On the other hand, Xu20 Cluster performed well comparatively with faster
eMMC memory modules onboard the XU-4 devices. The SSD storage used in
the HDM Cluster on the PCs provide the best performance in terms of storage
IO although the network configuration of this cluster was a hindrance. We will
consider using Network Attached Storage (NAS) attached to the master node
where every rack would have a dedicated volume managed by Logical Volume
Manager (LVM) that would be shared by all SBCs in the clusters.

* Power efficiency: A motivation for this study was to analyze the power con-
sumption of SBC-based clusters. Due to their small form factor, SBC devices
are inherently energy efficient, it is worth investigating if a cluster comprising of
SBCs as nodes provides a better performance ratio in terms of power consump-
tion and dollar cost. Although we did not measure the FLOPs per watt efficiency
of either of our clusters, we notice wide inconsistencies in energy consumption
results reported in the literature [17-22] for similar devices. This is due to the
power measurement instruments varying results and inconsistencies in the design
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of power supplies. RPi, as well as XU-4 devices, has no standard power supply
and micro-USB-based power supply with unknown efficiency can be used. Since
the total power consumed in the cluster is small, the efficiency of power supplies
can make a big difference in overall power consumption. Nonetheless, WattsUp
meters were effectively used to observe and analyze the power utilization for
each task over the period of its execution in all experimentation.

It is difficult to monitor and normalize the energy consumption for every
test run over a period of time. It was observed that the MapReduce jobs, in
particular, tend to consume more energy initially while map tasks are created
and distributed across the cluster, while a reduction in power consumption is
observed towards the end of the job. For the computation of power consumption,
we assumed max power utilization (stress mode) for each job, during a test run
in the clusters. Based on the power consumption of each cluster and the dollar
cost of maintaining the clusters (given in Table 15.4), a summary of average
execution times, energy consumption, and cost of running various benchmark
tasks is presented in Table 15.10.

15.7 Conclusions and Future Work

In this chapter, we investigated the Hadoop deployment on low-cost low-power
ARM-based single board computers. We consider two kinds of popular platforms
Raspberry Pi 2B and Odroid XU-4 using ARM Cortex Processors connected in
a tree network topology. We perform various performance benchmarking tests on
these two platforms testing performance metrics for CPU task execution times,
removable memory modules, energy consumption, and network performance. We
present the power consumption and estimate cost of power per year. Further to
this, we configure and deploy Hadoop 2.6.2 on these clusters considering the
limited capabilities of the SBCs. Various CPU-intensive and IO-intensive Hadoop
benchmarks including computation of Pi using Monte Carlo method, Wordcount,
TestDFSIO, and TeraSort were executed and performance results obtained. We
carried out an in-depth analysis of energy consumption of these clusters and
correlate performance with low-cost low-energy capabilities of these clusters.
Results from these studies show that while SBC-based clusters are energy
efficient overall, the operation cost to performance ratio can vary based on the
workload. In terms of power efficiency, for smaller workloads, the Xu20 Cluster
outperforms the other clusters; however, with larger workloads, the Xu20 Cluster
performance is comparable to HDM with the exception of TeraGen and TeraSort
benchmarks. Similarly, in terms of dollar cost of operation for these clusters, the
results heavily depend on execution time. For low-intensity workloads, the Xu20
Cluster outperforms the HDM Cluster; however, the TeraGen and TeraSort heavy
workloads yield poor performance for Xu20 Cluster when compared to HDM
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Cluster. The RPi Cluster consistently was outperformed by the other two clusters
regardless of the variation in workloads.

For heavier workload application, such as big data applications, due to the
inefficient performance of these devices, the SBC-based clusters may not be an
appropriate choice. The overall cost of operation can be expensive mainly due to
the inefficient onboard SBC resources resulting in larger execution times for job
completion effectively ensuing increased operation costs. It is, however, possible to
tweak Hadoop configuration parameters to adjust with given resources to improve
the overall performance. At the moment, we intend to use these clusters for
academic research and teaching. In the future, we will consider the use of NAS for
RPi Cluster to improve the storage performance since the currently installed SD card
storage provides a bottleneck. We will also study the effect of replication factor and
containers per node in the Xu20 Cluster to tweak the performance on that cluster.
Further, we intend to study newer SBC boards deployed in similar configurations
with reliable power measurement and energy consumption analysis.
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Chapter 16 ®)
Parallel Iterative Solution of Large oo
Sparse Linear Equation Systems

on the Intel MIC Architecture

Hana Alyahya, Rashid Mehmood, and Iyad Katib

16.1 Introduction

Finding a solution to sparse linear equation systems is at the core of scientific
computing. Numerous scientific, engineering, and smart city applications require
the solution of sparse linear systems [1-5].

The general form of the sparse linear system is Ax = b, where A is a sparse matrix,
x is the solution vector, and b is a dense vector. There are two well-known categories
of the numerical methods for solving linear equations of the form Ax = b, namely
direct and iterative methods. Direct methods are robust but more expensive in terms
of memory usage because the data structures used to store the matrix in this method
need to be updated frequently while the algorithm is executed [6]. On the other hand,
iterative methods start with an initial guess and modify the approximation solution
on each iteration until it converges. Although iterative methods do not guarantee
convergence, they have better performance than direct methods in terms of speed.
The iterative methods can be further classified into stationary iterative methods such
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as Jacobi and Gauss-Seidel (GS) [7, 8] and non-stationary iterative methods such as
the Conjugate Gradient (CG).

The Sparse Matrix-Vector multiplication (SpMV) operation is an important
part of many iterative solvers of linear equation systems, both stationary (e.g. the
Jacobi method) and non-stationary (e.g. the Conjugate Gradient (CG) method) [9].
The Jacobi iterative method consists of many iterations of the SpMV operation.
However, SpMV is considered a bottleneck due to its intensive computational and
storage needs. There is a huge volume of literature available on iterative solvers.
For example, see [10—14]. A survey on the existing iterative methods used to solve
linear equation systems is presented in [15].

Sparse matrices that arise from real-life problems are typically large, but consist
of a relatively small number of non-zero elements. Efficient storage formats are
required to store only the non-zero elements, such that the memory usage is
minimised, while providing flexible and fast access to the matrix non-zero elements.
Many sparse storage formats have been proposed over the years, the best known of
these include the Coordinate format (COO), the Compressed Sparse Row (CSR)
format, the Modified Sparse Row (MSR), the Blocked Compact MSR format, and
the Diagonal format among others [16—19].

16.1.1 Motivation and Problem Statement

The designs of the current computing systems bring new challenges and oppor-
tunities. Compared to the earlier systems, the contemporary systems show that
computing performance gets better with the increasing number of cores [20].
The multi-core and many core devices, and increasing storage capabilities allow
developers to optimise their algorithms and benefit from those technologies. The
Intel Many Integrated Core (MIC) architectures consist of a highly parallel engine
and efficient processor architecture that achieves a high performance through the
utilisation of a large number of cores, like vector register and high bandwidth on
package memory. The first generation of the Intel MIC architectures was Intel
Knights Corner (KNC). The second generation of Intel Xeon Phi was based on
the Intel Knights Landing (KNL) chip [21]; and these devices could be used as a
stand-alone processor as well as a coprocessor. Knights Hill (cancelled in 2017)
and Knights Mill were announced subsequently with increasing focus on machine
learning and deep learning applications. Many applications are being ported to the
MIC devices because of the compatibility of the MIC architectures with CPUs and
their programming simplicity (see e.g. [22]).

Many researches have focused on designing an efficient solver for sparse
linear systems of equations because of its importance and its usage in a large
number of scientific and engineering applications. Although the method itself is
very important, a greater awareness in terms of hardware is needed to better
take advantage of some of the new features available in today’s systems to gain
improved computational performance. There is limited work on optimising the
current iterative solvers, or designing new algorithms and implementations that
will benefit from Intel Xeon Phi coprocessor capabilities. A number of issues
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need to be considered when implementing iterative methods on modern many
core architectures including the Intel MIC architecture. As large sparse matrices
with diverse sparsity patterns must be dealt with, the storage format used to store
the sparse matrix can affect the performance. In addition to the storage scheme,
iterative solvers should also take the advantage of Single Instruction Multiple Data
(SIMD) registers and the many cores available on Intel MIC for good performance.
Therefore, these issues require selecting the best storage scheme for a given sparse
matrix and efficiently implementing the Jacobi iterative method on Intel MIC
architecture.

In this chapter, we investigate the performance of parallel implementations of
the Jacobi method on the Knights Corner (KNC) architecture. We implement Jacobi
with two storage formats, Compressed Sparse Row (CSR) and Modified Sparse
Row (MSR), and measure their performance in terms of execution time, offloading
time, and speedup. We report results of sparse matrices with over 28 million rows
and 640 million non-zero elements acquired from 13 diverse application domains.
The experimental results show that our Jacobi parallel implementation on MIC
achieves speedups of up to 27.75x compared to the sequential implementation. It
also delivers a speedup of up to 3.81x compared to a powerful node comprising 24
cores in two Intel Xeon E5-2695v2 processors.

This is an extended version of our earlier work [23]. The earlier work reported
results of parallel implementation of SpMV on MIC while in this chapter we report
the results of implementing parallel Jacobi method on both multi-cores and many
core architectures.

The rest of the chapter is organised as follows: Sect. 16.2 presents the background
material on the solution of large sparse linear systems, sparse matrix storage
formats, and sparse matrix-vector multiplication. A basic background on Intel
MIC architecture is also provided. Section 16.3 reviews the literature on iterative
methods, sparse storage formats, and SpMV on Intel MIC architecture. A discussion
on the challenges in MIC implementation of iterative methods, SpMV and sparse
matrix storage formats is provided. The gaps in the current literature have been iden-
tified. Section 16.4 discusses our methodology to efficiently implement Jacobi on
Intel MIC and the algorithms that have been proposed to improve the performance.
In Sect. 16.5, we analyse and compare the performance of our implementations with
the sequential implementation and with the performance of Multi-Cores. Section
16.6 concludes the chapter and provides future research directions.

16.2 Background

16.2.1 Solving Large Sparse Linear Equation Systems

There are two classes of solvers for solving sparse linear systems of the form
Ax = b, namely direct solvers and iterative solvers. Direct solvers have a finite set of
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procedures that give an exact solution. They are robust but difficult to parallelise and
consume memory. In contrast, iterative solvers have a sequence of approximation
solutions, starting with an initial guess and improving the solution until it converges
to something very close to an exact solution. Although iterative methods do not
guarantee convergence, they are scalable, amenable to parallelism, and do not
consume memory. In this section, the most common direct and iterative solvers used
to solve sparse linear systems are presented.

Direct Methods

Direct methods as stated above have a finite set of procedures to achieve an exact
solution. They are also robust and predictable. However, as the size of the matrix
increases, they become insufficient due to fill-in during the factorisation phase. In
the next sections, two of the well-known direct methods, the Gaussian Elimination
and LU Factorisation, will be briefly described.

Gaussian Elimination

Gaussian elimination is an efficient direct method used to solve linear equation
systems. The augmented matrix for the system is first written and then reduced
to echelon form using elementary row operations. Finally, the matrix is solved
using back substitution. Since Gaussian elimination alters the matrix however, it
is difficult to use for solving large sparse linear systems.

LU Factorisation/Decomposition

LU Factorisation is one of the direct methods for solving linear equation systems. It
forms an important part of many computer algorithms. LU decomposition is based
on factorising the coefficient matrix A into the multiplication of lower and upper
triangular matrices. The coefficient matrix A becomes:

A=LU (16.1)
where L is the lower triangular of the coefficient matrix A and U is the upper
triangular. After the factorisation process, one back substitution and one forward
substitution is performed in order to solve the system Ax = b.

Iterative Methods

As discussed earlier, iterative methods generate a sequence of approximation
solutions starting with an initial solution and improving this solution in each
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iteration until it converges to the exact solution. Iterative methods can be classified
into stationary iterative methods such as Jacobi, Gauss-Seidel, and Successive
Over-Relaxation (SOR) and non-stationary iterative methods like Krylov Subspace
methods. The next sections provide more details about these four iterative methods.

Jacobi Method

The Jacobi method is one of the simplest stationary iterative methods for deter-
mining the solution of the system of linear equations. Jacobi starts with an initial
guess for the unknowns x and obtains new results in each iteration until the values
of x approach the exact solution. For each iteration, the essential computation of the
Jacobi method is as follows:

(k) -1 (k—1)
x® = a (bi—zj#iaijxj ) (16.2)

for 0 < i < n, where a;; represents the values in row i and column j of matrix A,
aj; denotes the diagonal elements assuming that none of them is zero, xtk is the i-
th element in the k-th iteration. When implementing Jacobi, we need two vectors.
One to store the previous value of x and the other to store the new value of x. In
each iteration, the new x vector is updated with the previous x. This makes Jacobi
amenable to parallelism. However, it may take a long time to converge.

Gauss-Seidel Method

The Gauss-Seidel method is an improved method of the Jacobi iterative solver [24].
The Gauss-Seidel method uses the most recent value of approximation of solution x
which is superior to Jacobi because it converges quickly. In addition, Gauss-Seidel
does not require much storage because there is a single iteration vector updated in
each iteration. However, the Gauss-Seidel method is completely non-parallelisable
due to its use of the most recent approximation solution.

Successive Over-Relaxation (SOR) Method

Successive Over-Relaxation (SOR) is an iterative method for solving linear equation
systems. It is based on the Gauss-Seidel method but it moves more quickly towards
a solution. By introducing a new parameter, namely relaxation factor w, the SOR
iteration becomes:
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i—1 n
k+1) _ () L kD) W)
X; =X; +a)aii b; jzla,jxj ;al]xj i=1,2,...,n.

(16.3)

The good choices of the relaxation factor w are between [0, 2]. If the relaxation
factor is greater than 0 and less than 1, it is termed under-relaxed and if it is greater
than 1, it is termed over-relaxed and if it is equal to 1, then it is reduced to Gauss-
Seidel. SOR is used to improve any iterative methods that are slow to converge but
it depends on the choice of the optimal relaxation factor.

Krylov Subspace Methods

Krylov Subspace Methods is one of the non-stationary iterative method for solving
systems of linear equations [25]. They are usually used with large matrices to find
a suitable approximation in a shorter amount of time. The computation in Krylov
Subspace Methods is based on the matrix vector multiplication and the independent
updated vector. Krylov Subspace Methods converge faster than stationary methods,
but they are difficult to apply in some matrices that require multiple iteration vectors
[9]. The common Krylov Subspace Methods are the Conjugate Gradient (CG) for
symmetric and positive definite matrices and the Generalised Minimal Residual
Method (GMRES) for general matrices.

16.2.2 Test of Convergence for Iterative Methods

For iterative methods, it is necessary to test the convergence of the method in each
iteration. The iterative methods should be stopped when the stopping criteria is met.
The most common stopping criteria is:

Hx“‘ — ka < (16.4)

where ¢ is a predetermined threshold. The convergence of the Jacobi iterative
method depends on the properties of the sparse matrix A and sometimes the choice
of the initial guess may reduce the number of iterations to converge.

16.2.3 Sparse Matrix Storage Formats

Sparse matrix storage formats are used to store only the non-zero elements and
their locations, which results in saving memory and improving performance.
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Several sparse storage formats have been proposed over the years. In this section,
the common storage formats are reviewed: the Coordinate format (COO), the
Compressed Sparse Row (CSR) format, the Modified Sparse Row (MSR), the
ELLPACK (ELL) format, and the Diagonal format (DIA).

Coordinate Storage (COO)

The coordinate storage format (COO) is one of the simplest formats, using three
arrays to store the sparse matrix. The first, namely val, stores the non-zero elements
of the sparse matrix arbitrarily. The other two arrays store the column and row
indices of the non-zero elements [26].

Compressed Sparse Row (CSR)

The compressed row storage format CSR is a solution for efficiently storing the
sparse matrices and reducing the memory overhead. CSR stores the sparse matrices
as follows: it has three arrays, val[nnz] array of size nnz, where nnz is the number
of non-zero in matrix A. The val[nnz] array is used to store the value of the non-zero
elements. Col_in[nnz] is an array of size nnz and it stores the column indices of
the non-zero elements. Row_ptr[m + 1] is an array of size m + 1 and it stores the
non-zero elements in each row [27].

Modified Sparse Row (MSR)

The Modified Sparse Row storage format (MSR) is a modified version of CSR.
It works in a similar way to CSR, except that the diagonal elements are stored in
a separate array. MSR does not need to store the column indices of the diagonal
elements and this makes it more efficient than CSR [19]. Iterative methods such as
Jacobi can store the diagonal entries as 1 upon the diagonal elements to reduce the
amount of computations by replacing division with multiplication.

The ELLPACK (ELL) Format

The ELLPACK format has two arrays, val and col_in of size n x k, where k is the
maximum number of non-zero entries in each row [26]. The val array stores the
non-zero elements and col_in stores the column indices of the non-zero entries. The
val array is padded with zero if the rows contain less than k non-zero elements. The
ELLPACK format becomes insufficient however if all the rows have low entries,
except one row that has large non-zero entries.
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Diagonal Storage (DIA)

Diagonal Storage (DIA) is a special format for storing diagonally structured sparse
matrices. It is similar to the ELLPACK format but it is more restricted and compact.
DIA stores values according to their diagonal and ignores the column indices which
reduce the memory bandwidth. However, storing the zeros of the diagonal can waste
memory.

16.2.4 Sparse Matrix-Vector Multiplication (SpMYV)

The sparse matrix-vector multiplication kernel is shown in Eq. (16.5), where A is a
square sparse matrix N x N, and x and y are vectors of length N. The matrix A is
multiplied by vector x and added to vector y

y=y+ Ax (16.5)

Due to the irregular pattern of the non-zero values in the sparse matrix A,
SpMYV is considered to be one of the most time-consuming kernels. As a result,
its performance is poor.

16.2.5 Intel MIC Architecture

The Intel Many Integrated Core Architecture was developed by Intel. The key
feature of this architecture is that there are many Intel” processor cores in one
chip. Another advantage is that it supports many programming languages such as
standard C, Fortran, and C++-. The flexibility of compiling and running code in any
of the Intel” Xeon" processors is also an important feature. In addition, it supports
the most widely used parallel programming models such as OpenMP and MPI [28].
The Intel Xeon Phi coprocessor is based on Intel MIC architecture. It supports up
to 61 small x86 cores that work together. It has 8 memory controllers and supports
up to 16 GDDR channels. It has a transfer speed of 5.5GT/s (in theory) and a level
2 cache memory. The instruction level cache has a size of 32 KB and the data cache
has a size of 32 KB [29]. Xeon Phi has two execution modes: offload execution and
native (coprocessor) execution [30]. In the offload mode, the host send part of the
code to Xeon Phi and the output data is sent back from the coprocessor to Xeon.
Whereas, in the native mode, the code is run natively in the coprocessor. Figures
16.1 and 16.2 shows the two modes.
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16.3 Related Work

This section presents a survey of the work related to this chapter. The parallel
techniques used for solving linear equation systems on modern architectures are
reviewed. The main focus will be on Intel Many Integrated Core (MIC) architecture,
which is a highly parallel engine and an efficient processor architecture that achieves
a high performance through the utilisation of a large of number of cores, like the
vector register and a high bandwidth on package memory.
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16.3.1 Parallel Methods for Solving Linear Equation Systems

In this section, the main methods used for solving linear equation systems are
reviewed. This includes only the parallel techniques as the serial ones are not in
the scope of this chapter. The focus will be the methods employed, the architecture
used for implementation, the data structure used for storing the matrices, the size,
and properties of the matrices and the results.

Mehmood and Crowcroft [19] focus on the steady-state analysis of Continuous
Time Markov Chains (CTMCs), which is used for performance analysis in many
computer and communication applications. They used a blocked version of the
Compact MSR scheme [9, 31] to store the CTMCs matrices and the parallel Jacobi
iterative method for steady-state solutions for large CTMCs. They used a 24-node
processor bank, three CTMCs case studies, the PRISM tool for generating the model
of the case studies and C language, with MPICH implementation. They report
the solution of sparse systems with over a billion states and 18 billion non-zero
elements.

Tang et al. [32] implemented the Preconditioned Conjugate Gradient (PCG) on
Intel MIC architecture. They used the compressed sparse row (CSR) format to store
the sparse matrices. Some matrices from the University of Florida’s Sparse Matrix
Collection (UFSPARSE) were used for testing. The experimental results showed
that while the number of non-zero elements increases the speedup, the execution
time decreases.

Li et al. [33] evaluated the Conjugant Gradient (CG) iterative solver used
for solving sparse linear systems. They considered large-scale power systems
applications. They implemented a serial version of Conjugant Gradient Normal
Residual (CGNR) and CGNR with Jacobi preconditioning; and a parallel version
of CGNR with Jacobi preconditioning and CG with Jacobi preconditioning. The
implementation was based on multi-core CPUs and many core GPUs. The results
show that implementing CG on a GPU gives a better performance than a CPU,
considering that the matrices are large and well- conditioned.

Yan et al. [34] implemented a serial and parallel iterative Jacobi method for
solving sparse linear systems on a CPU and a GPU. They used the CSR format
to store the sparse matrix. The parallel version was implemented on a hybrid multi-
core system containing a general CPU and GPU. They improved the performance of
Jacobi in terms of data storage and the access mode of CUDA. The results showed
that the parallel version of Jacobi implemented on a GPU has a better performance
than a CPU and proved that the optimisation scheme was effective and feasible.

16.3.2 Sparse Matrix-Vector Multiplication

Numerous studies have been conducted on the SpMV computation, as it is used in
many scientific and engineering applications. Ye et al. [35] reported an implemen-
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tation of SpMV computations on Intel MIC architecture using OpenMP, MPI, and
hybrid MPI/OpenMP models. Their study showed that the hybrid model performed
well on Intel MIC architecture.

Maeda and Takahashi [30] implemented SpMV on CPU, MIC, and GPU
clusters and evaluated the performance of each cluster. They showed that MIC
outperformed other accelerators using a small number of MPI processes. However,
the performance decreased when the number of MPI process increased, due to
communication overhead. Saule et al. [36] studied the performance of the Intel Xeon
Phi coprocessor for SpMV and focused on the memory bandwidth. Their results
showed that Xeon Phi could not reach its peak performance due to the memory
latency and not the bandwidth.

Maeda and Takahashi [37] evaluated the performance of parallel Sparse Matrix-
Vector Multiplication (SpMV) on different architectures such as CPU, Intel MIC,
and GPU clusters. They used the CSR storage format to store the sparse matrices.
The results showed that the performance of parallel SpMV using a CPU cluster
increased by 42.57 in comparison to the single process. In some matrices, the
performance was low due to load imbalance and communication overheads. The
performance of parallel SpMV on the accelerators was higher on the CPU clusters
in the matrices with a large amount of non-zero, or when using a small number
of MPI processes. However, when the number of MPI processes became large,
the performance of the parallel SpMV on MIC was low, due to communication
overhead. To overcome this, Maeda and Takahashi proposed to apply the Segmented
Scan (SS) method to the MIC cluster to improve the parallel SpMV. As a result, the
performance of the imbalanced matrices with 64 MPI processes was increased.

Ahamed and Magoules [38] analysed and evaluated the performance of Sparse
Matrix-Vector Multiplication (SpMV) and Krylov methods on GPUs. They con-
sidered different methods for solving sparse linear systems with symmetric and
non-symmetric matrices. They applied different storage formats and showed their
impact on the performance of the iterative solvers.

16.3.3 Studies Related to the Intel Xeon Phi Coprocessor

This section focuses on studies of the performance of the Intel Xeon Phi copro-
cessor. The Intel Xeon Phi coprocessor has many cores that can handle many
threads with large vector units. It is a great choice for developing high performance
applications that have a computation of more than a trillion times. Many research
papers have studied the behaviour of Intel Xeon Phi in terms of its software and
hardware.

Some of the work focuses on implementing existing methods on coprocessors.
For example, Cramer et al. [28] used OpenMP style programming to test the
efficiency of Intel Xeon Phi when running standard applications. They analysed the
performance of Intel Xeon Phi by using simple benchmarks and by implementing
sparse CG kernels. Cramer et al. used Native Execution and Language Extensions
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for Offload (LEO) to program the coprocessor and investigated the Intel MIC
architecture suitability using the Roofline model. They showed the performance of
Intel Xeon Phi compared to the performance of a large SMP production system.

Estebanez et al. [39] performed several experiments to test the performance of
Thread-Level speculation (TLS) on the Intel Xeon Phi coprocessor. The authors
used three real applications as a benchmark against a synthetic one. The results
of their experiments showed that the scalability of the Intel Xeon Phi coprocessor
achieved up to 240 GB/s whereas the AMD Opteron 6376 achieved up to 51.2 GB/s.
However, it required higher execution times compared to the traditional shared
memory because the applications have an irregular nature when used for performing
TLS techniques.

Other research focused on improving the performance of Intel Xeon Phi.
Dongarra et al. [40] improved LAPCK algorithms to make them work efficiently
on Intel Xeon Phi. They designed API that allows the developer to access the low
level of the coprocessor’s architecture through abstract means. They tried to achieve
maximum parallelism when using Intel Xeon Phi coprocessors by defining a new
method which split the algorithms into several tasks and scheduled them using
the directed acyclic graph (DAG). To test their suggested methods, they used Intel
Xeon Phi represented as a group of servers and workstations. As a comparison,
they used a multi-core system with two sockets and 8 core Intel Xeon E5-2670
(Sandy Bridge) processors. They implemented three of the linear algebra solvers:
QR, Cholesky, and LU factorisation. The results showed that their implementation
had a better performance than implementing the MKL libraries on the CPU. The
final study is by Chen et al. [41], in which the authors used the OpenACC standard
to automatically translate the source code to the Intel offload code. They used
two well-known kernels, namely the matrix multiplication and the Jacobi iterative
method for testing. They were implemented on CPUs, Intel MIC, and GPUs.
Two optimisation techniques were used, namely communication and SIMD. The
performance evaluation showed that the two kernels implemented on Intel MIC had
a better speedup than the GPUs and CPUs.

16.4 Methodology

This section discusses the implementation of SpMV on MIC as it forms an important
part of the Jacobi method. Several versions of the Jacobi iterative method will
also be proposed and implemented to efficiently utilise the features of Intel MIC
architecture. Sparse matrices were collected from the University of Florida online
matrix collection [42]. Only square matrices were collected and other matrices
ignored. SpMV is based on off-diagonal matrices only while Jacobi is based on both
the off- and on-diagonal non-zero elements. It should be noted that in the Jacobi
method, only matrices that had non-zero elements in the main diagonal were taken.

The sparse matrices are from different application domains including the follow-
ing: optimisation problem, directed graph, undirected random graph, circuit simu-
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Table 16.1 Applications

e Application name Abbreviation

name and abbreviation —
Optimisation problem OP
Directed graph DG
Undirected random graph URG
2D/3D problem 2D/3D P
Circuit simulation problem CSP
Undirected graph uG
Directed weighted graph DWG
Undirected multigraph UMG
Computational fluid dynamics problem | CFDP
Structural problem SP
Electromagnetics problem EMP
Model reduction problem MRP

lation problem, undirected graph, directed weighted graph, undirected multigraph,
computational fluid dynamics problems, structural problem, and electromagnetics
problem. Table 16.1 shows the applications and their abbreviations. For simplicity,
the abbreviations will be used for the remainder of the chapter.

There are total of 39 real sparse matrices in the Matrix Market format. The
details of the matrices are given in Table 16.2 including the dimensions, the non-
zero elements, the non-zero elements per row, and the application domain. Figures
16.3, 16.4, 16.5, and 16.6 plot the sparsity structures of some matrices from the
collection.

The matrices were converted to CSR and MSR before applying SpMV and
Jacobi computations. The parallelisation process works as follows. The instruction
is divided among the threads. Each thread will complete the calculation and bring
the results back. This process will continue until the loop is finished. The numbers of
threads used are: 1, 4, 16, 32, 64, 128, 236, and 240. The following sections discuss
the implementation of SpMV and Jacobi on Intel MIC in more detail.

164.1 SpMV

SpMYV is essential to the Jacobi iterative method for solving linear equation systems.
For this reason, SpMV is first implemented on MIC before Jacobi to see how the
parallelisation works. Figure 16.7 shows the pseudocode of the parallel SpMV. In
line 2, an OpenMP pragma is added to the outer loop, so each thread will carry
out the computation separately until they reach the end of the loop. The outer loop
will begin with zero until it reaches the size of Matrix A, which is # in this case.
The inner loop will start from the first row and end at the last row that contains
non-zero elements. Line 6 shows the main operation. Each row will be multiplied
by the values of vector x and will then be added to vector y. When the outer loop
finishes, the result will be returned and sent back to the CPU. Figure 16.8 shows



390

Table 16.2 Sparse matrices properties
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Name Size nnz nnz/row Application domain
nlpkkt240 28.0M 401.2M 14.33 OP
arabic-2005 22.7M 640.0M 28.14 DG

rgg n_2 24 s0 16.8M 132.6M 7.90 URG
delaunay_n24 16.8M 50.3M 3.00 UG
nlpkkt200 16.2M 232.2M 14.30 OP
wb-edu 9.8M 57.2M 5.81 DG
nlpkkt160 8.3M 118.9M 14.25 OP
indochina-2004 7.4M 194.1IM 26.18 DG
circuitSM 5.6M 59.5M 10.71 CSp
ljournal-2008 5.4M 79.0M 14.73 DG
cagel5 5.2M 99.2M 19.24 DWG
soc-LiveJournall 4.8M 69.0M 14.23 DG
channel-500x100x100-b050 4.8M 42.7TM 8.89 UG
kron_g500-logn21 2.1IM 91.0M 43.41 UMG
HVI5R 2.0M 283.1M 140.33 CFDP
wikipedia-20051105 1.6M 19.8M 12.08 DG
G3_circuit 1.6M 4.6M 2.92 CSp
Flan_1565 1.6M 59.5M 38.01 Sp
af_shell10 1.5M 27.1IM 17.96 Sp
cagel4 1.5M 27.1M 18.02 DWG
Hook_1498 1.5M 31.2M 20.83 Sp
Atmosmod] 1.5M 10.3M 6.93 CFDP
StocF-1465 1.5M 11.2M 7.67 CFDP
Geo_1438 1.4M 32.3M 22.46 SP
Serena 1.4M 33.0M 23.69 SP
in-2004 1.4M 16.9M 12.23 DG
Atmosmodd 1.3M 8.8M 6.94 CFDP
dielFilterV2real 1.2M 24.8M 21.47 EMP
hollywood-2009 1.1IM 57.5M 50.46 UG
dielFilterV3real 1.IM 45.2M 40.99 EMP
bone010 986.7K 36.3M 36.82 MRP
Ldoor 952.2K 23.7M 24.93 SP
audikw_1 943.7K 39.3M 41.64 SP
Emilia_923 923.1K 21.0M 22.71 SP
Fault_639 638.8K 14.6M 229 SP
inline_1 503.7K 18.7M 37.05 SP
RMO7R 381.7K 37.5M 98.16 CFDP
Pwtk 217.9K 5.9M 27.19 SP
nd24k 72.0K 14.4M 199.91 2D/3D P




391

16 Parallel Iterative Solution of Large Sparse Linear Equation Systems. . .

Fig. 16.3 Sparsity of matrix
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Fig. 16.5 Sparsity of matrix
af_shell10

0 5 10 15
nz = 52259885 «10°

Fig. 16.6 Sparsity of matrix
flan_1565

o 5 10 15
nz = 114165372 10°

the parallelisation process of SpMV computation, where y;, y», and y, represent
the y vector, coloured boxes represent the sparse matrix non-zero elements, xi, X2,
and x,, represent the x vector and thready, thread;, and thread,, represent the thread
numbers. As shown in the figure, each thread multiplies a row with the whole vector
x. At the end, the summation of the y vector is performed.
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Algorithm 1 Parallel Sparse Matrix Vector Multiplication With CSR, y=v+Ax

I: procedure 5.:;.]-’-1\I\-"—('."i_n.;[-f‘{r,.:l;, f_(-J!T;;Jf_J_(Ulr__{H}

2: #pragma omp parallel for private(j)

3 for i =0:ndo

| y = 0.0

5 for j = row_ptr[i] : row_ptr[i + 1] do
6: y+ = val[j| = x[col_in[j]]

7 end for

8 end for

o: end procedure

Fig. 16.7 Parallel sparse matrix-vector multiplication with CSR, y =y + Ax

x4
Xz
X3

Yi = g = i o Bt * = Thread O

S i
e |
Xz
X3
Yz = - - i FHL- = * = = Thread 1

xq

Xz
Xz
..... Xa
Yn = Ik = = - =l * = Threadn

Fig. 16.8 SpMYV parallelisation

16.4.2 Jacobi

After implementing SpMV on MIC, the Jacobi method is considered. Four versions
of the Jacobi iterative method were implemented in addition to the standard method.
They were first implemented on a CPU and then offloaded onto MIC. Three steps
were followed. Firstly, the sparse matrix was read in CSR and MSR format, since
the downloaded matrices are in the Matrix Market (MM) format. This is done using
CPU as it has a large memory compared to MIC. Secondly, when the matrix and
vector were ready, the part of the code that has the Jacobi computation was offloaded
to MIC. Then, OpenMP pragmas were used to parallelise the “for” loops. Finally,
the results were sent from the coprocessor to the host; and the host prints the results
and the execution time in seconds.
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Figure 16.9 shows the serial version of Jacobi, with single storage for full matrix
CSR. As discussed earlier, the CSR has three vectors val, col_in, and row_ptr. In
order to implement Jacobi, in addition to these vectors, the following are needed: the
size of the matrix (n), (b) vector, two vectors (x) and (x_new) to hold the values of the
approximation solutions and two variables (a_i7) to save the non-zero elements in
the main diagonal and (sum) to save the summation of SpMV. The method continues
with the “while” loop until the conditions are satisfied. There are two conditions.
The first is the Distance, which is when the approximation solutions converge to the
actual solution. The second condition is when the iteration reaches the maximum
iteration defined by user. Inside the “while” loop, there are two nested “for” loops
that contain the main operations of the Jacobi method. The outer loop will begin
with zero until it reaches the size of Matrix A, which is z in this case. The inner loop
will start from the first row and end at the last row that contains non-zero elements.
In the inner loop, we have an “if” condition to check if the non-zero elements are
in the diagonal or the off-diagonal. In the case of the off-diagonal, the non-zero
values will be multiplied with the whole vector x and the results will be added to
the variable “sum”. If they are in the diagonal, then they are assigned to the “a_ii”
variable. The “if” condition is followed by the next operation, which is dividing the
subtraction of vector b with sum by the diagonal values. Finally, the value of x is
updated by the new value in line 18.

Figure 16.10 shows the parallel Jacobi iterative method with single storage
for full matrix (CSR). In this algorithm, the first modification is made, namely
parallelising the “for” loops. It is the same process as before, except that in line
4 and 18, an openMP pragma is added to both the outer loop and the “for” loop for
updating the value of x.

Algorithm 2 Serial Jacobi Iterative Method with Single Storage for Full Matrix (CSR))

1: pr‘n(‘l’!dlll'n JACOBI-SERIAL(n, val, col _in, row ptr, b, x, z_ne w)
2: while (Distance(x, z_new,n) >= epsilon && iter_counter < max_iter) do

i

1: fori=0:ndo
5 double a_ii;
6: double sum = 0.0;
T for j = row_ptr[i] : row_ptr[i + 1] do
8: if (col_in[j]! =

i) then

9: sum+ = vallj] * z[eol_in[j]]
10: else

11: a-ii = val[j];

12: end if

13: end for

14: x_newli] = (bli] — sum)/a_ii;

15: end for

17: for i =0:n do
18: swap(&ali], &z newli])
19: end for

1 end while
2: end procedure

Fig. 16.9 Serial Jacobi iterative method with single storage for full matrix (CSR)
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Algorithm 3 Parallel Jacobi Iterative Method (CSR: Single Matrix Storage)

procedure JACOBI-VERSIONL(n, val, col_in, row_ptr, b, z, r_new)

1:
2 while (Distance(x, rnew, n) >= epsilon && iter_counter < max_iter) do
a4

' #pragma omp parallel for private(j)

5 for i =0:n do

6: double a_ii;

] double sum = 0.0;

s for j = row_ptr[i] : row_ptr[i + 1] do
9: if (f.’of_f.n[j I'=1i) then

10: sum+ = vallj] * x[col_in[j]]
11: else

12: a_ii = val[j];

13: end if

14: end for

15: z.new(i] = (b[i] — sum)/aii;

16: end for

17:

18: #pragma omp parallel for

19: fori=0:ndo

20: swap(&ali), &z newli])

21: end for

22:

23: end while

24: end procedure

Fig. 16.10 Parallel Jacobi iterative method (CSR: Single Matrix Storage)

Algorithm 4 Parallel Jacobi Iterative Method (MSR: Separate Diagonal Storage)

procedure JACOBI-VERSION2(n, O f f Diagonal, Diagonal, col_in, row _ptr, b, x, x_new)

1:
2 while (Distance(x, x_new, n) >= epsilon && iter_counter < max_iter) do
a4

4 #pragma omp parallel for private(j)

5 fori=0:ndo

G: double sum = 0.0;

T for j = row_ptr[i] : row_ptr[i + 1] do

s sum+ = Of f Diagonal[j]  z[col_in[j]]

a: end for

10: xz.newli] = (b[i] — sum)/Diagonalli];

11: end for

12:

13: #pragma omp parallel for

14: fori=0:ndo

15: swap(&ali), &z newli])

16: end for

17:

18: end while

19: end procedure

Fig. 16.11 Parallel Jacobi iterative method (MSR: Separate Diagonal Storage)

Figure 16.11 shows the code for the second modification which stores the sparse
matrix using separate diagonal storage MSR. In this algorithm, the “if”’ condition is
removed as the diagonal values are stored in a separate array, therefore there is no
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Algorithm 5 Parallel Jacobi Iterative Method (Version 3)
I: procedure JACOBI-VERSION3(n, O f f Diagonal, OneQver Diagonal, col _in, row_ptr, b, x, x_new)
while (Distance(z, x_new,n) == epsilon && iter_counter < max_iter) do

#pragma omp parallel for private(j)

for i =0:n do
6: double sum = 0.0
T for j = row_ptr(i] : row_ptr[i + 1] do
ER sum+ = Of f Diagonal[j] = z[col_in[j]]
9: end for
10: z_newli] = (b[i] — sum) * OneOver Diagonali];
11: end for

13: #pragma omp parallel for
14: fori=0:ndo

15: swap(&ali], &z newli])
16: end for

end while
19: end procedure

&

Fig. 16.12 Parallel Jacobi iterative method (Version 3)

need to check if the non-zero elements are in the main diagonal or otherwise. The
main diagonal entries are stored in an array called (diagonal) and the off-diagonal
entries stored in another array called (OffDiagonal). In line 8, the off-diagonal non-
zero elements are multiplied by vector x and added to the variable sum. Then in line
10, the same was done as in the previous algorithms, the division of subtracting b
vector with sum by the diagonal elements is stored in the new vector of x. Finally,
the value of x is updated with x_new.

Figure 16.12 shows the code after storing the diagonal values as 1 upon diagonal
in order to avoid division in Jacobi. In line 10, dividing the subtraction of vector b
from the sum variable is replaced by multiplication. The remaining parts remain the
same as in the previous algorithms.

Finally, Fig. 16.13 shows the last modification, which is parallelising the distance
function using openMP pragma. An openMP pragma is added to the Distance
function to parallelise the “for” loop. The remaining parts of the algorithm are not
different to the previous algorithms.

16.5 Performance Evaluation

This section presents the experimental results of implementing four versions of
Jacobi iterative methods on Multi-Cores and Intel MIC. The system configuration
and setup are first described in Sect. 16.5.1. In Sect. 16.5.2, the experimental results
for Multi-Cores using different versions of Jacobi are shown. The experimental
results for implementing different versions of Jacobi on Intel MIC are shown in
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Algorithm 6 Parallel Jacobi Iterative Method with Parallel Distanee Function

1: procedure JACOBI-VERSIONA(n, Of f Diagonal, OneOver Diagonal, col_in, row_ptr, b, ., x_new)
2 while (Parallel( Distance(x, z_new,n)) >= epsilon && iter_counter < max_iter) do
3

1 #Hpragma omp parallel for private(j)

5: for i =0:ndo

6: double sum = 0.0

7: for j = row_ptr[i] : row_ptr[i + 1] do

8 sum+ = Of f Diagonal[j] = x[col_in[j]]

o: end for

10: z_newli] = (b[i] — sum) * OneOver Diagonalli];

11: end for

12:

13: #pragma omp parallel for

14: for i =0:n do

15: .-'r:'rr.r{‘\'.?‘[?'].‘\'..:'_m u‘[é]}

16: end for

I7:

18: end while

19: end procedure
Fig. 16.13 Parallel Jacobi iterative method with parallel distance function

Table 16.3 Experimental environments

Multi-Cores Intel MIC
Model name Two Intel(R) Xeon(R) CPU E5-2695 v2 Intel Phi 5110P Coprocessor
(Ivy Bridge EP) (Knights Corner)
Clock speed 2.40 GHz 1.05 GHz
No. of cores 12 cores each (up to 24 threads) 60 (up to 240 threads)
Cache 30 MB SmartCache 30 MB L2
Memory DDR3 64 GB GDDRS 8 GB

Sect. 16.5.3. Finally, a comparison between the performance of Multi-Cores and
Intel MIC is presented in Sect. 16.5.4.

16.5.1 Experimental Setup

In order to evaluate the effectiveness and efficiency of the algorithms, several numer-
ical experiments were conducted on real large sparse linear equation systems taken
from the University of Florida Sparse Matrix Collection. The Aziz supercomputer
was used for the experiments. It is a high performance computer located in King
Abdulaziz University, Jeddah. It is one of the top 500 supercomputers in the world
and one of the top 10 supercomputers in the Kingdom of Saudi Arabia [43]. The
offloading mode was used for executing Jacobi because the native mode is not
supported on Aziz. Multi-Cores and Intel MIC were used to implement the Jacobi
versions. Table 16.3 shows the experimental environments.
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Algorithm 7 Calculating Offloading & Execution Time

1: double tStart omp.get _wtime Start Of fload timin

tEr
) Erecutiontime=tEnd_erec—tStart_ere«

1: pr int( Erecution_time. Offloading_time):

Fig. 16.14 Calculating execution time and offloading time

The focus was in the performance of the Jacobi method on both systems in terms
of execution time in seconds, offloading time in seconds and speedup. The execution
time and offloading time were calculated using different numbers of threads: 1, 4,
16, 32, 64, 128, and 236. It should be noted that the execution time is the time taken
to execute Jacobi in seconds and the offloading time is the time taken to offload
Jacobi to MIC in seconds and this includes the execution time. Figure 16.14 shows
how the execution time and the offloading time are calculated.

The speedup can be calculated as:

Sp = (166)

T
TP

where T is the execution time of sequential implementation and T}, is the execution
time of parallel implementation. The code is run 5 times and the average execution
time taken, excluding the first run (warm-up). It is assumed that the right-hand side
vector () is equal to zero if the matrix does not have the right-hand side vector. The
approximation solution vector (x) was first set to be 1 upon n.

16.5.2 Experimental Results of Jacobi on Multi-Core Nodes

In this section, the performance evaluation of the Jacobi iterative method on Multi-
Cores is described. Four versions of Jacobi were implemented in addition to the
standard method. The average execution time per iteration was calculated in seconds
for all versions and the best execution time for each version was plotted. Figure
16.15 shows a comparison between the best execution times on all four versions.
Note that all the four versions appear to have similar performance with some
variations. We have done a more detailed analysis of the four versions for both
SpMYV and Jacobi iterative method on MIC and multi-core and have found Version
4 to have overall better performance. We have therefore used Version 4 in all the
experiments reported hereon. Figure 16.16 shows the average execution time per
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Best Average Execution Time Per Iteration
on Multi-Cores Using Different Versions of Jacobi
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Fig. 16.15 Comparison between different versions of Jacobi on multi-cores

Execution Time Per Iteration Against Number of Threads on Multi-Cores
Version 4
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Fig. 16.16 Execution time against number of threads on the multi-core node (v4)
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Execution Time Per Iteration Against Number of Threads
on MIC Version 4

4.500
4.000 g

3.500

Execution Time (s)

= [ ] w
wn o wn o
(=] (=1 [=] (=]
[=] o =] =}

1.000

0.500

LB
&

& & AE 4k Ab
A g A

Y » » LN P

'\,i\.,)%c}()g?’ ogo@\,\,x

0.000

@-I
~1,
4-;

I
S

St S

4—

-
dj!— | &I

% m
‘94' | 1]
“Z,

Matrices arranged according to N values (smallest to largest)

ml m4 ml16 m32 m64 m128 m236

Fig. 16.17 Execution time against number of threads on MIC

iteration for version 4. For all matrices, the best execution time per iteration is found
when the number of threads is 16.

16.5.3 Experimental Results of Jacobi on Intel MIC

In this section, the performance evaluation of the Jacobi iterative method is
described. As discussed earlier, there are four versions of Jacobi, excluding the
standard method. The average execution time and offloading time per iteration was
calculated in seconds for all versions. The best execution time in each version was
taken and compared. The results of the last version, Version 4, are shown in Fig.
16.17. For all matrices, the best execution time per iteration is found when the
number of threads is 236. It has better performance than third version by up to
2.32.

Figure 16.18 shows the best average execution time per iteration using different
versions of Jacobi according to the non-zero elements per row from smallest to
largest. It can clearly be seen that all versions have the same behaviour when the
number of non-zero per row increases.

Figure 16.19 shows the offloading time against the number of threads for Version
4. The matrices are arranged according to size from smallest to largest. It is observed
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Best Average Execution Time Per Iteration
on MIC Using Different Versions of Jacobi
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Fig. 16.18 Best average execution time per iteration on MIC

from Fig. 16.19 that for all the matrices, the best offloading time occurs when the
number of threads is equal to 236.

16.5.4 Comparison Between a Multi-Core Node and Intel MIC

In this section, a comparison between the performance of Multi-Cores and Intel
MIC is shown in terms of execution time and speedup. Figure 16.20 shows the best
average execution time per iteration on Intel MIC and Multi-Cores using Version
4. The matrices are arranged according to size, from smallest to largest. The results
show that Intel MIC has a better execution time than Multi-Cores. Figure 16.21
shows the maximum speedup achieved by implementing Version 4 of Jacobi on
Multi-Cores and Intel MIC compared to the sequential execution using matrices of
different sizes. The maximum speedup achieved by Intel MIC is 27.5 while in Multi-
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Offloading Time Per Iteration Against Number of Threads on MIC
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Fig. 16.19 Offloading time per iteration against number of threads on MIC

Cores it is 16.45 compared to the sequential execution. Both maximum speedups are
found in the matrix of size 1.1 million. The performance of Jacobi in Intel MIC is
3.81x faster than the performance of Jacobi in Multi-Cores.

16.5.5 Sparse Matrix-Vector Multiplication (SpMV) Results

We have mentioned earlier in Sect. 16.1 that the Sparse Matrix-Vector multiplication
(SpMV) operation is an important part of many iterative solvers of linear equation
systems including the Jacobi iterative method. To implement SpMV efficiently on
Intel MIC architecture, we have followed three steps. Firstly, we read the sparse
matrix in CSR format since the downloaded matrices are in the Matrix Market (MM)
format. This is done using the CPU as it is having large memory compared to MIC.
Secondly, when the matrix and vector is ready, we offloaded the part of the code
that has the SpMV computation to MIC. After the SpMV offloaded to MIC, we use
OpenMP pragmas to parallelise the “for” loops. Finally, the results are sent from
the coprocessor to the host and the host prints the results and the execution time.
We calculate the execution time and offloading time using different number of MIC
cores (or threads) 1, 4, 8, 16, 32, 64, 128, and 240. In addition, we calculate amount
of memory used by each matrix. Note that the execution time is the time taken to
execute the SpMV computation and offloading time is the time taken to offload the
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SpMV computation to MIC and that includes the execution time. For simplicity, we
divided the matrices into four groups according to their sizes, Groups 1, 2, 3, and 4,
each group has eight matrices. The details of these matrices have been given earlier
in Sect. 16.4 (see Table 16.2).

Figure 16.22 shows the execution time against the number of threads for the eight
(largest) matrices in Group 1. It can be seen that using 240 threads gives the best
execution time compared to the other number of cores. On average, the execution
time of parallel implementation with 240 threads is 4.59 x faster than the serial one.
Further details about the SpMV performance can be found in our earlier work [23],
where the main focus was on the SpMV computations.
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16.6 Conclusion and Future Work

The main focus of this chapter was to efficiently implement the Jacobi method
on Intel MIC architecture. A performance analysis and evaluation were provided
of the parallel Jacobi iterative method on the first generation of Intel Xeon Phi
coprocessor and Intel MIC, named Knights Corner (KNC). Four versions of
Jacobi were implemented in addition to the sequential implementation. Jacobi
was implemented with two storage formats: Compressed Sparse Row (CSR) and
Modified Sparse Row (MSR). The offload programming model was used to offload
the Jacobi computations. OpenMP was used to do the parallel implementation
on Intel MIC. The performance was measured in terms of the execution time,
offloading time, and speedup. Results of the sparse systems were reported with
over 28 million equations and 640 million non-zero elements. The experimental
results show that the performance of this implementation achieves speedups of up
to 27.75x compared to sequential implementation. MIC has a speedup of up to
3.81x compared to the Multi-Cores.

Future work will look into further analysis of the parallel Jacobi method for
sparse linear equations systems of larger sizes from diverse application domains
with the aim to further improve the performance. The implementation of the Jacobi
iterative method would be attempted using a new scheme to efficiently store the
sparse matrices.

Acknowledgments The experiments reported in this chapter were performed on the Aziz
supercomputer at King Abdulaziz University, Jeddah, Saudi Arabia.
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Chapter 17 ®
Performance Characteristics for Sparse oo
Matrix-Vector Multiplication on GPUs

Sarah AlAhmadi, Thaha Muhammed, Rashid Mehmood, and Aiiad Albeshri

17.1 Introduction

High-performance computing techniques can effectively enhance the performance
of sparse linear equation systems, which have Sparse Matrix-Vector multiplication
(SpMV) as the most important scientific computation unit [1]. Numerous important
scientific, engineering and smart city applications require computations of sparse
matrix-vector multiplication (SpMV) [2-6]. SpMV is a core computing part of
many scientific and engineering applications such as finite element methods,
signal processing, magneto-hydrodynamics, graphics processing, electrical power
systems, data mining, graph analytics, and information retrieval [1, 7—11]. The
widespread importance of sparse matrix computation has become research hotspots
and brought about significant research endeavors into implementations based on
modern-day parallel processors, mainly GPUs [1, 7, 10, 12, 13]. However, there are
many challenges in computing SpMV such as the differences in sparsity patterns,
that make such computations difficult.

The irregularities of sparse patterns result in a number of matrix representation
issues [10]. Thus, there exists diverse sparse matrix storage layouts intended to
exploit various sparsity designs and distinctive techniques for getting and manip-
ulating matrix entries especially on GPUs. Direct or indirect improvements in data
layout and data access pattern are solutions to obtain high throughput or indirect
improvements. Furthermore, the SpMV performance is affected by the parallel
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computing device platform being used [10]. SpMV algorithm that achieved good
performance in one parallel device platform may not be as efficient as on other
platforms due to the difference of the architecture and capabilities between the
platforms.

This research will explore the SpMV and Jacobi iterative methods on GPUs
with the aim to understand the performance bottlenecks and possibly address the
limitations of the existing approaches. In Sect. 17.2, an overview of SpMV and
Jacobi iterative techniques are provided. Section 17.3 explores the GPU architecture
and performance characteristics of applications on GPU along with techniques
to optimize the performance of SpMV. In Sect. 17.4, we explore the important
storage formats for SpMV computations on GPU architecture. Finally, in Sect. 17.5
we analyze and discuss the performance of the notable storage formats using the
identified performance characteristics and criterions.

17.2 SpMYV and Iterative Methods

Sparse Matrix-Vector product (SpMV) is the most important process in scientific
computing and engineering applications [1, 7, 8, 12, 14—17]. The performance of
SpMV can be improved using parallel computing [1, 15, 16]. Sparse matrix is
a matrix that have mostly zeros and very few non-zero elements [12, 17]. The
processing of such matrices involves removal of the zeros elements to deal with
just the non-zero (nnz) elements. The challenges involved in computing SpMV
are numerous. Some of the major challenges are irregularity of the matrices, data
transfer between host and device, load imbalance among the threads, memory
access, and memory management (storage formats) [1, 7-9, 12, 14-17].

Iterative methods consist of a sequence of computations performed iteratively
to produce approximate solutions that gradually reaches the accurate solution.
They are, furthermore, partitioned into stationary methods (i.e., Jacobi) and non-
stationary methods (i.e., conjugate gradient) like [17, 18]. In this work our attention
will be on the stationary methods specifically the Jacobi iterative methods. Jacobi is
an excellent candidate to be implemented on GPU although it is slower than other
iterative methods, since it’s inherently parallel.

Linear systems which have formula Ax = b can be solved using Jacobi method
as follows in each iteration compute Ax = b as matrix-vector product, then test for
convergence, and repeat until convergence. It involves partitioning of the matrix A
into three parts: diagonal, upper-triangular, and lower-triangular portions [9, 19].
Thus, in matrix terms, the Jacobi method can be expressed as in Eq. (17.1):

=Dt w+u)* "+ D 7.1
where k denotes the number of iterations, D is the diagonal entries, L is the lower-

triangular matrix, and U is the upper-triangular matrix. Figure 17.1 depicts the
Jacobi iterative technique and the SpMYV involved. Many researchers have attempted
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Fig. 17.1 Algorithm for k=0
Jacobi iterative method while not convergence do
depicting the SpMV for i = 1 to n
operations involved %; =0
for 3 =1 ton
if j#i
Xi = Xi + ai,§ * x5k
end
end
x:i ¥ = (bi - x3) /ai,i
end
k=k + 1
end

to improve the performance of iterative methods for sparse linear equation systems
and SpMV computations [2, 17, 18, 20-27].

17.3 GPU: An Overview

In this section, we provide a brief overview of the general GPU architecture. We
further discuss the GPU characteristics that affect the computational performance
of the GPU and discuss various optimizations that enhance the performance.

17.3.1 Architecture

In the recent decade, GPUs are considered as a general-purpose processing unit
instead of a mere graphics processing unit [7, 12, 28, 29]. GPU has attracted
HPC researchers and has become popular in scientific computing due to its
high computation capabilities, massive performance, effective usage of memory
bandwidth, and the ability to accelerate existing large systems which have been
implemented on other processors like CPU [7-9, 14, 30, 31].

Thus, GPUs become an important platform to implement sparse matrix compu-
tation to accelerate the performance of SpMV multiplication by processing them
parallelly [8, 14, 15, 32]. Hence, many researchers have developed and optimized
the existing algorithms to get best utilization out of these devices. Their speed
can reach to Teraflops for single-precision calculations and half of this value for
double-precision processing [9, 12]. Understanding GPU architecture is important
for efficient utilization of the resources. However, the architectures are different
for different GPU generations such as Kepler, Fermi, GeForce, PASCAL, and
VOLTA. Different GPU families have been designed for different purposes such as



412 S. AlAhmadi et al.

GeForce for graphics computation [33] and Tesla P100 for datacenters acceleration
[34]. They differ largely on the parallel computing capabilities they have, thus
the throughput performance delivered vary. Pascal, for example, is currently the
most powerful architecture design for GPU. It turns a normal computer into a
supercomputer and provides remarkable performance [33]. Tesla P100 belongs to
the PASCAL family and it delivers a double-precision floating point about 5.3
TFLOPS, while Tesla V100 which belongs to the VOLTA architecture reaches to
7 TFLOPS [35, 36]. For all Nvidia versions among the last two decades along with
its purposes, see [37]. A discussion on the Tesla P100 architecture can be seen in
[34] and for Kepler architecture refer [33]. In addition to the architecture of the
device, the selection of the best storage format for a given input matrix is a key
issue [9, 12, 15].

Working with GPUs involves working with a heterogenous platform consisting
hierarchies of computational units and memories. Figure 17.2 shows the different
types of memories on such platforms and Fig. 17.3 shows the hierarchy of memory
and computations on GPU. In general, GPU consists of an array of Streaming
Multiprocessors (SM) that contains processing cores, and many types of memories
such as registers and cache. The programming model for the GPU is single
instruction multiple data (SIMD) applied into groups of 32 threads called warps.
In subsequent sections, we further discuss about warps and its effects on the
performance of SpMV.

Compute Unified Device Architecture (CUDA) is an API dedicated to GPU
programming [38]. It depends on the C language and presents new possibilities for
accelerating GPU kernels. Further, CUDA is developed to simplify and improve
GPU programming and accelerating high-performance parallel computations [1, 7,

thread
_ Kernel 1
— Local
memory
Per-thread
Global
memory
Kernel 2
Thread Per-block .
block All threads

Fig. 17.2 Types of memory on heterogeneous platform
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38, 39]. CUDA views GPU as a grid of blocks where each block has a set of threads.
The grid of blocks can be organized either as one-, two-, or three-dimensional
computing units. A 2D grid example can be seen in [33].

17.3.2 Performance Characteristics: Discussion

The features that affect the performance of computations on GPUs can be broadly
classified into three: (1) Execution configuration, (2) Memory throughput, and (3)
Instruction throughput. In the following subsections, we discuss these performance
characteristics in detail.

Execution Configuration These are the parameters that need to be configured at
execution to improve the performance of GPU computations. The major execution
configurations are:

1. Active warps (Resource usage): Registers and shared memory are critical
components and need attention because it affects the number of active warps
which in turn affects the GPU utilization. When the number of active warps is
maximum, the GPU utilization is at maximum. The number of active warps can
be maximized by good management of compute resources, registers, and shared
memory. Reducing the number of registers utilized by a kernel results in higher
warps being processed simultaneously. And when a thread block consumes more
shared memory, fewer thread blocks are processed simultaneously by an SM. If
the amount of shared memory used by each thread block is reduced, then more
thread blocks can be processed simultaneously.

2. Occupancy: Occupancy is having enough warps to keep the device completely
occupied. It is the ratio between active warps and maximum number of warps.
We can compute occupancy by dividing the maximum number of threads per
SM by 32. We can check it using CUDA occupancy calculator or the nvprof
profiler. “To enhance the occupancy, the thread block configuration needs to be
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resized or the resource usage needs to be readjusted to permit more active warps
simultaneously and improve utilization of compute resources.”

3. Memory operations: Load and store operations on the data should be measured
to find the efficiency of the operation.

Memory Throughput Efficient utilization of the theoretical memory bandwidth of
the GPUs improves the computational performance. The bandwidth utilization can
be improved by considering the following factors:

1. Data Transfer between Host and Device: For the best performance of kernels,
data transfers should be minimized between the host and device whenever
possible and should be optimized by various techniques [40]. Moving more
code from host to device is an efficient way to optimize the transfer process. In
addition, every data transfer has an associated overhead, hence grouping many
small transfers into single transfer reduces the overhead associated with each
transfer and produces an overall better performance.

2. Memory Access: Memory access is an important factor that affects the overall
performance of GPU applications. GPU has many types of memory as shown in
Fig. 17.3. Scattered addresses in global memory need to be avoided; coalesced
and aligned access can overcome throughput reduction. Thus, to increase global
memory throughput, it is important to make the memory access transactions both
aligned and coalesced. Coalesced access occurs within a warp scope when all the
32 threads in a warp use one memory transaction; more precisely, they access
a contiguous chunk of memory [35]. Aligned access is to make sure the first
address of a device memory transaction is a multiple of the transaction size,
which usually has either 32, 64, or 128 bytes depending on the target device
characteristics [35, 40]. Figure 17.4 shows the different memory access patterns.

B . —
- i 1

ONOCCONCECECECOONET
'y i

Coalesced memory access  Strided Memory Access  Random Memory Access

Fig. 17.4 Memory Access Patterns
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The best access pattern is the coalesced access while the worse is the random
access. As a rule, the more memory transactions required by a warp, the lower
the memory throughput which leads to lower performance.

Instruction Throughput This describes the instruction optimizations that lead to
the best performance. It can be summarized into three main perspectives as the
following:

* Arithmetic instructions: Avoiding instructions that cost many operations per
clock cycle such as mod operator. Avoid non-required conversions between
datatypes.

e Control Flow Instructions and Warp Divergence: Control flow instructions (if,
do, for, switch, while) can significantly impact the performance as it may cause
warp divergence problem which degrades the instruction throughput [40]. Warp
divergence occurs when the threads inside a warp have different execution paths.
This conflicts with the fact that the GPU is a single instruction multiple data
(SIMD) processor which would require all threads in a warp to execute one
instruction. More precisely, threads on GPUs are organized as warps and each
warp executes one instruction at a time for all threads inside that warp, each with
its private data (SIMD). When control flow constructs are assigned to a warp,
different branches might occur (e.g., some threads execute an if block when the
condition is correct while others execute else block when the condition is wrong),
which results in executing multiple instructions per warp. As a result, this process
will be serially executed which results in idle threads in a warp as only one
instruction will be executed at a time while next instruction will be loaded after
the current instruction is finished [35, 41]. In other words, the instructions will be
executed sequentially, thus the total number of instructions per warp increases.
So, for best performance we should avoid different execution paths within a warp.

* Synchronization: It impacts the performance because of two reasons [35]. The
first is the cost of the number of operations it requires (differs according
to compute capability of the target device) while the second is forcing the
multiprocessor to be idle while it is not required.

17.3.3 Performance Optimization Strategies

Performance optimization strategies according to [38] can be classified into three
main categories, parallelism optimization, optimization of memory throughput, and
optimization of instruction throughput. Each of these dimensions can be quantified
using several metrics which can be measured using tools such as NVIDIA visual
profiler, nvprof as command-line profiler tool, or by comparing the achieved
throughput of a kernel to the corresponding peak theoretical throughput of the
device to show how much improvement has been achieved by the kernel. The
dimensions with their metrics have been explained in Table 17.1. For example, we
can observe the memory operations in Nsight profiler using memory statistics menu.
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Table 17.1 Performance dimensions of GPU Kernels

Performance dimension Performance angles Helping metrics
Memory optimization ¢ Aligned access — gld_efficiency
¢ Coalesced access — gst_efficiency
¢ Data transfer between host |— gld_transactions
and device

— gst_transactions
— gld_throughput
— gst_throughput

Instruction throughput ¢ Instruction throughput — branch_efficiency
e Warp divergence — inst_per_warp
— warp_execution_efficiency
Execution configuration *  Occupancy — achieved_occupancy
optimization

e Tune grid blocks size

Also, memory transaction metrics (e.g., gld_transactions and gst_transactions)
can act as indirect indicators to measure the coalesced accesses. Higher memory
transactions indicate a high probability of uncoalesced access. List of CUDA
performance metrics collected by the nvprof can be found on [40].

17.3.4 Performance Optimization: Discussion

Looking for best kernel performance requires tuning multiple performance factors.
It can be likened as a puzzle board that needs to compose many pieces to get
a complete picture. We should look at different angles using multiple metrics to
build better combination of performance aspects and get the best performance.
However, there are possibilities of conflicts between these performance aspects that
may degrade the overall performance even if we achieve high scores for individual
factors. For example, getting more occupancy does not ensure the best performance,
we can find that in some cases, low occupancy also has provided higher performance
because there are other factors affecting the overall performance, for example,
memory operations. In the same manner, getting high memory throughput does not
equate to the best performance due to low efficiency these operations might have.
As a matter of fact, memory efficiency is very important aspect to consider. It can
be improved by changing the thread/block configuration. In general, there are some
good tips for better configuration, keeping the block size always a multiple of the
warp size (i.e., 32) and launching more blocks by setting the second dimension
(block.y) to 1 to reduce the block size and obtain more blocks to launch. This will
enhance the inter-block parallelism [35].

Therefore, enhancing the performance of GPU kernels can be done on multiple
levels. One level might be focusing on exposing more parallelism by managing the
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used resources such as registers and shared memory, or by controlling the occupancy
(higher level of active warps at any given time) or any other aspects on this level
as explained on previous section. Memory access management is another level to
looking for. Optimization memory access to ensure coalesced and aligned access
can immensely enhance the performance. The last level that we can work on is
enhancement of instruction throughput by avoiding warp divergence or avoiding
costly arithmetic operations such as mod operator. All these are examples and each
level represents a separate field of optimizations. We can optimize on one level or
more to find a good balance to get the better performance. Thus, looking for best
GPU performance is a complicated process and requires checking the kernel from
many angles and it does not depend on just a single metric.

17.4 SpMYV Storage Formats and Computation Techniques

Data structures are a core aspect when dealing specially with SpMV and GPUs
[8]. They have a strong impact on the performance of the algorithms that are
used to solve SpMV [7-9, 15]. It represents the storage pattern of the input
matrices in the memory and is responsible in providing the best data access [9,
14]. Numerous efforts have been made to improve storage formats specifically for
SpMV on GPU and other architectures for iterative linear solvers on GPUs since
sparse matrices show up in many applications which involve diverse computational
patterns [16]. Accordingly, various storage formats have been proposed to facilitate
the productivity and recovery of important information from the input matrix. The
most prominent formats are the CSR, Coordinate format (COO), DIA, and ELL
[39, 42]. In addition, some adaptation have been made to these basic formats such
as CSRS5 [43] and CSRNS [7], along with other hybrid Schemes [1, 8-10, 31, 42,
44]. CSR scheme is preferred always among comparable formats and it has been
chosen because it is widely adopted, general-purpose storage format, and gives
minimum memory accesses [7-9, 15, 16]. Furthermore, all prior storage formats
are considered explicit while there are other storage schemes such as MTBDDs [45]
which are considered implicit formats [17].

In this research, we have included our performance analysis on CSR, COO, ELL,
DIA, HYB, and CSRS5 schemes. The descriptions of these formats along with their
analysis are explained in the next section.

17.5 Performance Analysis of Notable Sparse Storage
and Computation Techniques

In this section, we explore several research efforts for SpMV optimization on GPU
over the last years. We first describe how each scheme store the data and then
we have defined the issues and limitations of each scheme. We have classified the
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techniques according to the basic SpMV formats they are derived from. The basics
storage formats are COO, CSR, ELL, DIA, and HYB.

17.5.1 Sparse Storage and SpMV Kernels: Qualitative Analysis

In the following subsection, we discuss some of the notable sparse formats and
associated SpMV techniques [39, 44]:

¢ The Coordinate (COO) format is the most basic data structure to store a sparse
matrix. It is made of three arrays: Row, Col, and Data to store the row indices,
the columns indices, and the values of non-zero components, respectively.

¢ The Compressed Sparse Row (CSR) format is the most well-known format
for sparse matrix storage. It comprises three arrays: RowPtr, Col, and Data to
store row pointers to the offset of each row, indices of non-zero components, and
values of non-zero components, respectively.

* The ELLPACK (ELL) structure stores a sparse matrix in two arrays: Data and
Col. The array Data stores the values of non-zero components while Col array
stores the columns indices of each non-zero component.

* The Hybrid ELL/COO (HYB) structure stores the greater part of non-zero
components in ELL format and the rest of the non-zero components in COO. All
non-zero components at the columns on the left of a threshold value are stocked
in the ELL and the rest non-zero components are represented as COO format.

* CSRS proposed by [43] is an optimization of CSR format and it combines
segmented sum technique for better load balance and compressed row data for
better load/store operation efficiency. It is insensitive to sparsity structure of
the input matrix. The matrix is partitioned into groups of 2D tails. These tails
require extra information indicating their start index and columns indices, named
as tail_ptr and tail_descriptor arrays, respectively. In addition, it has the CSR
arrays val, col., and ptr. Thus, we have totally row_ptr, col_idx, val, tile_ptr, and
tile_desc, where tile_desc further includes four arrays. tile_ptr works as row_ptr
on CSR and it stores the row index of the first entry in each tile. Tail_desc has four
different data structures, namely bit_flag, y_offset, seg_offset, and empty_offset
arrays. These four arrays denote the start of each row inside the tiles, the address
of the partial sum for each column, accelerating the segmented sum, and help the
partial sums to find correct locations in y if the tile includes any empty rows. The
illustrations of these schemes are shown in (Figs. 17.5, 17.6, 17.7, 17.8, 17.9 and
17.10).

Fig. 17.5 Original matrix
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Fig. 17.6 CSR scheme Var Arl= [1 3412756 8]
Col Arr=[02120231 3]
Ptr Arr= [0 2 47 9]
Fig. 17.7 ELL scheme 13 « 02 «
4 1 = 12 «
Val_Arr= Col_Arr=
- 275 - 023
6 8 = 13
Fig. 17.8 DIA scheme « 1 + 3
4 1 =
Val_Arr= offset Arr=[ -2 01 2]
2 7 5 «
6 8 * =
Fig. 17.9 HYB scheme: ELL 13 02
and COO 41 12
Val_Arr = Col_Arr =
ELL - 27 - 02
6 8 18
Val_Arr = [5]
COO { Col Arr = [3]
Row_Arr=[2]
0 0 2 050
046000 val= 4 5| col_index=|2 1 1| Tail_0
A-|000000 63 322
253007 727 552
010802| val={1 9 6| col_index={1 0 3| Tail_1
957670 857 314
mxn=6x6 nnz=18 w=3 0=3 no oftails=(18/2) =9

Fig. 17.10 CSRS scheme

The main issues that should be taken into consideration regarding these basic
formats are memory footprint in COO, coalesced access and thread mapping in
CSR, and zero padding in ELL. Further, we shall illustrate the limitations of
the selected techniques and analyze it with the performance evaluation criterion
for SpMV and compare it with the performance characteristics of GPU. This
comparison will show us the limitations of the existing techniques and how they are
restricted to a few perspectives from a pool of GPU’s performance considerations.

If we look at the performance criteria in each research, we can observe that
the performance aspects covered on each technique is incomplete. Most of them
focus on the speed of the technique while a few study the memory issues of their
algorithms and seldom take into consideration the utilization rate of the GPU such
as the occupancy rate of the device and the benefits from the massive parallelism
provided by the target GPU. Table 17.2 illustrates the detailed performance data
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for all the schemes discussed in this article and discusses the performance aspect
considered in each research.

CSR and CSR Optimizations The main drawback of the scaler CSR (one thread
per row) is the uncoalesced access of the data and indices arrays [1]. To rectify this
issue, a vector CSR version is proposed (a warp per row) [1]. In addition, CSR is
widely used for various types of sparse matrices, this flexibility introduces thread
divergence problem especially for those sparse matrices with a variable number of
non-zeros per row [1, 16]. This likely will cause many threads within a warp to be
idle while waiting for the thread with the longest data to process. These drawbacks
have been overcome by CSR vector version, but the performance of this version is
strongly sensitive to the row size of the target matrix such that it is inefficient when
rows have few non-zeros.

ELL and ELL Optimizations ELL accomplishes high performance on regular
matrix structures (i.e., with an equivalent number of non-zeros on each row) [39,
46]. However, on irregular matrices unavoidably it leads to memory footprint
inefficiency and misuse of computation (i.e., short rows make their thread inactive
for most of the time) results in load imbalance. The granularity of ELL SpMV on
GPU is one thread per row. Nevertheless, it implicates potential space wastage
with the way that all rows are zero-padded to length Nmax. Subsequently, this
configuration is most productive when the variance of non-zeros among rows is
small [10].

AdELL+ SpMV kernel proposed by [46] is an improvement of ELL format and
it is also kind of hybrid format that combines ELL and CSR. It outperforms the
comparable kernels in terms of speed of execution measured on GFLOPS for both
regular and irregular matrices. They have discussed memory bandwidth but without
comparison with others, so we cannot decide about amount of improvements done
on this point. They also have measured memory footprints compared with CSR
structure and it has achieved less footprints than CSR.

HYB Single storage configuration only provides the best performance only in
limited situations which gave birth to the idea of hybrid formats. HYB format, for
example, is the first hybrid format consisting of COO and ELL formats to overcome
the sensitivity to the sparsity structures in both ELL and COO. It successfully
achieved good performance and is considered as one of the best formats especially
on the unstructured matrices. However, it has higher costs including high level
of data organization, has complicated program logic, and costs time in terms of
memory transfer [12].

SHEC [10] is another segmented hybrid format that consists of ELL and CSR
(vector version). They combine the advantage of ELL granularity (i.e., one thread
per row) and CSR granularity (i.e., one warp per row). SHEC is intended for further
improvements on the throughput of SpMV and specially to lessen the memory
footprint on GPUs.

Another hybrid scheme has been proposed in [13] which combines DIA with
the ELLPACK structure. This combination isolates the diagonal elements of the
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sparse matrix using the DIA scheme while the residual elements are stored in
ELLPACK format. This is immensely beneficial for iterative methods, specifically
Jacobi iteration because it uses the diagonal values in its calculation, so the isolation
on the proposed format will give faster access to the diagonal elements. However,
the performance is limited compared to ELLPACK and it is highly efficient for those
matrices having a relatively dense diagonal band [13].

CSRS [43] have been introduced as a storage format that is based on segmented
CSR. The authors considered computation intensity factor to measure their perfor-
mance compared with others. It significantly improves the load imbalance problem
that CSR suffer from. CSRS is a complex storage format and requires several arrays.
These arrays involve more memory access operations (many load operations) and
large memory space to load this information which may affects the total memory
efficiency. Poor resource management lead to less GPU utilization since it effects
number of blocks and warps working concurrently which subsequently affects rate
of the device occupancy. Furthermore, the memory bandwidth measurements are
not provided and the technique is not space efficient due to the large number of
arrays used. In addition to its complexity, CSRS has significant overheads due to the
preprocessing process such as the matrix transpose operations and transformation
from CSR val and col arrays into CSRS arrays

17.5.2 Performance Comparison

Table 17.2 compares the six considered SpMV kernels which are CSR (scalar
vector), COO, DIA, ELL, HYB, and CSRS5. The comparison is in terms of the
used GPU device, peak theoretical values of performance and memory bandwidth,
and the achieved performance and memory throughput. In addition, we provide
the name of the matrix benchmark suites used in the experiments. Some have
used wide variety of real application matrices derived from finite element method-
based modeling, linear programming, circuit simulation, and connectivity graphs
from partial web crawls. It should be noted that the notable CSR version is CSR
scalar which has granularity of one thread per row. The comparison includes several
experiments from different studies of the selected structures. In this article, we
have considered experiments of double-precision computations and unstructured
matrices excluding single-precision and structured matrices except for DIA and ELL
schemes. We have considered the structured matrices for DIA and ELL because
they are dedicated for such matrices. GFLOPS refers to performance throughput.
The calculation for single-precision and double-precision flops are different. The
formula to calculate the peak value of double precisions is given in Eq. (17.2).

2 x [multiply add] x [#of multiprocessors/8] x [processor clock/1000] (17.2)
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Table 17.2 Comparison of SpMV Kernels

GFLOPS Memory bandwidth
Obtained Effective
Peak GFLOPS Peak memory | bandwidth
Tech. name Device GFLOPS (MAX) bandwidth (MAX)
(COO 1990) [37] GTX 280 ([35] @ 77.76 4 141.7 58
GTX 285 [38] @ 88.56 5 159.0 -
(CSR Scalar 1990) | GTX 280 [35] | 77.76 4 141.7 55
[37]
GTX 285 ([38] @ 88.56 4.2 159.0 -
GTX 980 [39] | 144.1 18 141.7 -
(ELL 1985) [37] GTX 280 ([35] @ 77.76 13.5 141.7 140
GTX 285 ([38] @ 88.56 15 159.0 -
(DIA 1989) [37] GTX 280 ([35] @ 77.76 16.7 141.7 141
GTX 285 [38] @ 88.56 18.2 159.0 -
(HYB 2008) [35] GTX 280 ([35] @ 77.76 14 141.7 141
GTX 285 [38] @ 88.56 15.7 159.0 -
GTX 980 [39] | 144.1 15 -
1

(CSR5 2015) [39] GTX 980 [39] | 144.1 27 224 -

The peak GFLOPS discussed in this article is either calculated using Eq. (17.2) or
from the device specifications given on the website, or is mostly reported in various
researches. The obtained performance throughput measures the number of floating
point operations per second, and it is calculated by dividing the required arithmetic
operations by the average execution time [42]. Peak memory bandwidth is clearly
defined on the device specifications, otherwise it can be calculated using Eq. (17.3).

(Memory clock x Bus Width/8) x GDDR type multiplier 17.3)

GDDR multiplier values vary according to memory type. For GDDR3, GDDRS,
and GDDRS5X, it is 2, 4, and 8, respectively. Division by 8 is to change from bit to
byte. Effective bandwidth is defined as the total number of bytes written/read by all
threads divided by the average execution time [42].

In [39], they have implemented the basics formats for structured and unstructured
matrices with single and double-precision computations. In addition, they have
considered experiments with and without cache. They have considered the GPU
performance measured in GFLOPS as well as memory bandwidth measured in GB/s
as performance aspects. They have evaluated the performance results using single
and double-precision floating points and measured the performance enhancement.
However, they do not consider peak performance and peak memory bandwidth
to measure the achievable performance compared with device capabilities. If we
compare the achieved results with the peak values, we observe they have lower
performance compared to the device capabilities as stated in Table 17.2.

In [39, 42], they have the same experiments on different devices with slight
enhancements as compared to [42]. SpMV is a memory-bounded computation and
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hence they did not achieve the peak performance of the used devices [10, 39, 46-48].
More precisely, if we study the performance characteristics that have been discussed
in Sect. 17.3 for the selected kernels we can observe many limitations. Coalesced
memory access, for example, is a difficult issue on sparse matrix computations
because different storage schemes require many pointers that point to the address
of the first element of the blocks, slices, and individual rows. However, the need
for these addresses mean the need for more arrays (at least one beside the data
array) which would result in loading more arrays into the device global memory.
This would increase the memory transactions which may degrade the performance
if the accessing pattern is not coalesced. Furthermore, instead of a single array,
all the arrays should have a coalesced access to ensure better performance. COO,
DIA, ELL, and HYB formats are fully coalesced [1]. On the other hand, CSR does
not provide a coalesced access either for the data array nor to the other arrays.
CSRS5 supports memory coalesced access by accessing the data and column arrays
in column-major order instead of row-major order as seen in the classic CSR.

Warp divergence is another performance characteristic and likely to occur on
CSR. It results in load imbalance between threads; however, it is significantly less
in CSRS5 by dividing the elements into fixed-size tails. Moreover, other performance
aspects such as instruction throughput, occupancy, block-thread heuristics, number
of resources used, and other performance aspects are not considered. For the best
performance and device utilization we should include a combination of perfor-
mance characteristics to evaluate the performance which most researches lack of.
Furthermore, the properties of GPU architecture included in the experiments have
significant impact on the achieved performance as we have seen in our comparison.
However, even with different GPU devices, the achieved SPMV performance is low
as compared to the high throughput each device can provide.

17.6 Conclusion

In this chapter, we discussed the performance of SpMV on GPU architectures.
We provided an architectural overview of GPU devices and defined the per-
formance dimensions of GPU computations. We explored the performance of
a few major existing sparse matrix storage formats. We concluded that there
is lack of performance aspects considered during the evaluation of the existing
SpMYV algorithms, specifically to measure the memory throughput achieved by the
SpMV computations. Since SpMV computations are memory-bound, the achieved
performance should be compared to the peak theoretical bandwidth of the GPUs. We
conclude that to achieve better performance analysis a combination of performance
aspects/criterion should be noted. In addition, the performance of SpMV on different
GPU device architecture varies. Hence, a comprehensive and standard set of
performance characteristics need to be used by the researchers while comparing
and analyzing SpMV on GPUs.
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Chapter 18 ®
HPC-Smart Infrastructures: A Review e
and Outlook on Performance Analysis

Methods and Tools

Thaha Muhammed, Rashid Mehmood, Aiiad Albeshri, and Fawaz Alsolami

18.1 Introduction

High-performance computing (HPC) plays a vital role in driving transformations
across various smart-city infrastructures such as healthcare, agriculture, environ-
ment, and other infrastructures [94]. It is a vital cog in autonomous adaption of urban
infrastructure to various events and stimuli (e.g., severe hurricane, high traffic due to
accidents). HPC is a major component in developing phenomenal computationally
intensive models for various smart-city infrastructures.

Driving high efficiency from shared-memory and distributed-memory HPC
systems have always been challenging. Big data and HPC convergence, system
heterogeneity, cloud computing, and many other developments have increased the
complexities of HPC systems [36, 51, 77, 108, 124]. There are increasing pressures
on energy efficiency for developing exascale computers and therefore development
of highly efficient HPC applications and systems has become essential.

Various performance analysis tools exist that help in improving the performance
and efficiency of HPC scientific applications and increase their potential. Per-
formance analysis is a crucial part in the development of the HPC applications.
Performance optimization is not just identifying the bottlenecks in the code but
also identifying the causes of bottlenecks and the required changes that need to
be made to the parallel applications [99]. This requires more advanced tools such
as hardware performance counters. Diagnosing the problems manually requires
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deep knowledge about the architecture, hardware of the system, and the compiler.
Performance analysis is important to determine the different optimization strategies
for the same application on different HPC platforms such as GPU, MIC, cloud, and
MPI-based grids.

Corresponding to debugging and testing, performance analysis and optimization
of HPC applications are vital stages in the development cycle. It is a crucial
condition for assuring efficient use of costly and limited resources. The performance
analysis phase evaluates the actual performance (speed of computation, throughput,
and resource consumption) on a given platform with regard to memory, storage,
network, and runtime. Moreover, it has to identify improvements and reduction in
the usage of resources.

This paper reviews the performance analysis tools and techniques for HPC
applications and systems. The contributions of this article can be summarized
below.

1. A review of the tools for the performance analysis of HPC applications. The
works on the HPC performance analysis are numerous and we do not claim to be
exhaustive in this paper.

2. A discussion on the performance of various HPC applications on a number of
HPC platforms.

3. A discussion on the common HPC applications used by the researchers and HPC
benchmarking suites for analysis.

4. A qualitative comparison of various tools used for the performance analysis of
HPC applications is provided.

5. A discussion on the future research directions and issues.

The rest of the paper is organized as follows. Section 18.2 describes various
Benchmark toolkits and various HPC applications that are used for the performance
analysis. Section 18.3 presents existing work by various researchers in analyzing
the performance of various HPC applications. Section 18.4 provides a qualitative
comparison of various tools used for HPC application performance analysis. Future
research issues and directions are provided in Sect. 18.5. Finally, Sect. 18.6
concludes the paper.

18.2 HPC Applications and Benchmarking Suites

In this section, we discuss various HPC-based applications from various domains
which are prone to performance problems. Table 18.1 summarizes various HPC
applications that are used in various application domains. We shall discuss some
major domains in which HPC is a necessity and is used abundantly.

— Automobile and Aeronautics: This field has a lot of simulation and modeling,
model prediction and verification including probabilistic modeling, computer
aided drawing, graphic designing, design automation, the design of structures,



18 HPC-Smart Infrastructures: A Review and Outlook

Table 18.1 A summary and comparison of commonly used HPC applications

Application
BigDFT
Bifrost
ChaNGa
COSMO
CORSIKA
ECHAM/MESSy
EUTERPE
Gamess

IBM WATSON
IMPACT-T
Jacobi2D
LIBMESH
MAESTRO
MILC

MP2C

NAMD
NQueens
OpenFOAM
Paratec

PEPC

ProFASI
PRISM
Quantum expresso
SIMONA
SMMP
SPECFEM3D
Sweep3D
YALES2
WIEN2K

Domain
Chemistry
Atmosphere
Cosmology
Weather
Astrophysics
Environment
Fusion

Material Science
Graph Analysis
Math. modeling
Math. modeling
Math. modeling
Astrophysics
Quantum Theory
Particle collision
Chemistry
Backtracking
Fluid dynamics
Quantum theory
Gravitation
Protein structure
Probab. modeling
Molecular structure
Nano science
Protein structure
Wave propagation
Material science
Combustion
Chemistry

Li Linux, Un Unix, Win Windows

Language
Fo0

Fo0
Charm++
C++
F77/F90
F77/F90
C++/C
F77

C++

F90
Charm++
C/IC++
Fo0
C/C++
Fo0
Charm++
C/IC++
C++
C/C++
F2003
C++
Java/C
Fo0

C++

Fo0
Foo/C
F77
C++/F90
Fo0

Developers
Genovese et al. [42]
Gudiksen et al. [46]
Jetley et al. [55]
CINECA

Heck et al. [50]
Jockel et al. [57]
Saez et al. [110]
Schmidt et al. [45, 112]
IBM

Qinag et al. [107]
Kirk et al. [64]
Nonaka et al.[100]
Bailey et al. [20]
Freche et al. [39]
Bhatele et al. [23]
Jacobsen et al. [54]
Pfrommer et al. [104]
Gibbon [44]

Irbick et al. [52]
Kwiatkowska et al. [72]
Giannozzi et al. [43]
Strunk et al. [116]
Meinke et al. [90]
Dimitri et al. [67]
Wylie et al.. [128]
Moureau et al. [91]
Schwarz et al. [113]

oS
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Win
Li/Win
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
Li/Un
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Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
No
Yes
No
Yes
Yes

Yes
Yes
Yes

No

automated plan building, analysis of design, and concrete modeling [66, 73, 98,

130].

— Astrophysics and quantum physics: A lot of applications based on physics,
especially on quantum physics and astrophysics, has very large computations as
they receive a large input data. Load balancing of spin-image algorithm on CPU
and MIC has been studied in [22, 34].

— Biosciences: Biosciences including bioinformatics have a large number of
programs that require computation including the mathematical modeling of
diseases. It also has issues with memory management. See, for example, [7].

— Earth sciences: A large number of earth related activities such as earthquake
prediction, monitoring, weather prediction, and prediction of climate change due



430 T. Muhammed et al.

to global warming needs high computation [61, 109]. These applications are
highly data intensive and take days to run on serial machines.

— Electronics: The design and analysis of electronic components have a high
computation due to the simulation and modeling before the actual produc-
tion [117, 129]. Other things include the static timing analysis and lithography.

— Material sciences: Material science includes modeling of nanoscale particle,
the mod